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Chapter 3. Differentiation

3.7. Derivatives of Inverse Functions and Logarithms

Note. Recall that the graph of a one-to-one function f and its inverse

f~1 are mirror images of each other about the line y = .
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Theorem 5. If f has an interval I as domain and f'(z) exists and is
never zero on I, then f~!is differentiable at every point in its domain.
The value of (f~!)" at a point b in the domain of f~! is the reciprocal of

the value of f” at the point a = f~1(b):

df
dzx

l’:b %
T

Proof. By definition of inverse function, f~(f(x)) = z for all x € I.

Differentiating this equation, we have by the Chain Rule:

-1/ o 1
@) =
Plugging in x = f~1(b), we get the theorem. Q.E.D.

Example. Page 221 number 8.



3.7 Derivatives of Inverse Functions and Logarithms 3

Theorem. For x > 0 we have

d 1
— I = —.
dx[nx} T

If w = wu(z) is a differentiable function of x, then for all x such that

u(z) > 0 we have

d d 1 [du] _

1 /
- oy @)

dzx

. Inwu] = . Inu(x)] = -

Proof. We know that f(x) = e’ is differentiable for all x, so we can

apply Theorem 5 to find the derivative of f~(x) = Inz:

d 1
—[nz] = (fY(z) =
= = )
B 1
- ef_l(x)
1
= elnx
_ 1
= -
By the Chain Rule
d d du 1du
— 1 = —|hul—=——.
x[nu(x)] u[nu] der udx

Q.E.D.

d 1
Note. We can apply the previous theorem to show that d—[ln lz|] = —.
T T
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Recall. For any numbers a > 0 and for any real z, a® = e*"®

Theorem. If a > 0 and u is a differentiable function of x, then a" is a

differentiable function of 2 and

d "] =a"Ina du
—[a"] =a"Ina |—]| .
dx dx

Proof. First
d d

_[ax] _ %[exlna]

— erlna [%[w In a]]

= a'lna.

Combining this result with the Chain Rule yields the theorem. Q.FE.D.

Note. Notice that the previous theorem implies that o [a®] = a"Ina.
T
d
With a = e, we have the special case . [e’] = e"(1) = e". This is
T

what is natural about e When you first meet the natural exponential
and logarithmic functions in algebra, it is hard to understand what is

NATURAL about them. That is because the “natural-ness” is a calculus

property (namely this differentiation property).
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d 1
Note. We saw in section 3.2 that d—[ax} =a’ (}Lin% ¢ ) We said
T —
h
—1
then that the limit exists. We now see that the limit is }Lin% ¢ = Ina.
: el -1
In particular, for a = e, lim =Ine=1.
h—0 h
Example. Page 222 number 70.
.l Inx .
Definition. For any a > 0, a # 1, define log, ©z = o (This is called
na
the change of base formula. See page 53.)
Theorem. Differentiating a logarithm base a gives:
d 1 | 1 1du
— |log, u| = ———.
dz -5 Inaudx
Proof. This follows easily:
d 1 | d |Inx 1 d | 11
— =—|—| =——|hz|=——-.
dz "% T 4z |na] ~ nade Inaz

Combining this result with the Chain Rule gives the theorem.  Q.FE.D.

Examples. Page 222 numbers 74, and 80.
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Note. We can, in fact, take the logarithm of a complicated function
before differentiating it and then implicitly differentiate the result. This
process is called logarithmic differentiation. It allows us to use the laws

of logarithms instead of some of the complicated rules of differentiation.

Example. Page 222 number 90.

Theorem. Power Rule (General Form). If u is a positive differ-
entiable function of z and n is any real number, then u" is a differentiable

function of z and

da "] = nu”_ld—u
dx N dx’
Proof. First,
d ny d nlnz
%[x] ~ dr [6 ]
d
— """ [nlna] by the Chain Rule
dx
o
= X —
T
= na" !

Combining this with the Chain Rule gives the result. Q.E.D.
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Example. Page 222 Example 72.

Theorem 6. We can find e as a limit:

e = lim(1 4 z)/*.

x—0

Proof. Let f(x) =Inxz. Then f'(z) = 1/x and f'(1) = 1. Now by the

definition of derivative:

14+ h)— f(1 1 — f(l
o) = A= )~ f()
h—0 h z—0 X
— 1
TN U ) B L SO
z—0 T r—0 T
= lir%ln(1+x)1/x

= In <1irr(1) (1+ )Y x) since In x is continuous.
Tr—

Therefore since f/(1) = 1 we have

In <1im(1 v g;)l/f) ~1.

x—0

Since Ine = 1 and In x is one-to-one,
lim (1 + z)Y* = e.
x—0

Q.E.D.

Note. We can use the previous theorem to find that

e~ 2.7 1828 1828 45 90 45 9.



