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Page 16 Number 10

[ Algebra Page 16 Number 10. Compute the linear combination 34 + Vv — w where
J i=1[1,2,1,0], v=1[-2,0,1,6], and w = [3,-5,1, -2].
Solution. We have
Chapter 1. Vectors, Matrices, and Linear Systems 3i+v-w = 3[1,2,1,0]+[-2,0,1,6] — [3,-5,1,-2]
Section 1.1. Vectors in Euclidean Spaces—Proofs of Theorems = [3(1).3(2),3(1),3(0)] +[~2,0,1,6] — [3,—5,1, —2]

by Definition 1.1(3), “Scalar Multiplication”
LINEiAR = [3,6,3,0] +[-2,0,1,6] — [3, -5, 1, —2] simplifying
ALGEBRA = [34(-2),6+0,3+1,0+6] —[3,-5,1,—2]
bt by Definition 1.1(1), “Vector Addition”
= [1,6,4,6] — [3,—5,1, —2] simplifying
= [1-(3),6—(-5),4—(1),6—(-2)]
by Definition 1.1(2), “Vector Subtraction”

_ FRALEIGH
BEAUREGARD = [-2,11, 3, 8] simplifying.
So we conclude | 3ii + V — w = [~2,11,3,8]. | O
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Page 16 Number 14. Reproduce the vectors in this figure and draw an
arrow representing —34 + 2w.
Then by the parallelogram property of addition:

#
-
-
-

Solution. From Definition 1.1(3), “Scalar Multiplication,”
and the geometric interpretation of vectors

(see the class notes, pages 2, 3, and 4)

we represent —34 and 2w as:

2w

‘o =30
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Page 17 Number 40(a)

Page 17 Number 40(a). Let 4,V
Prove (Al): (d+V)+w =1+ (V

(d+V)+w = ([ur,uz,... up)+[va,va,...,vp]) + [wi, wa, ..., wy]
= [nn+vi,uo+vo,. .. up+ vp] + [wi, wa, ..., Wyl
by Definition 1.1(1), “Vector Addition”
= [(ut1+wv1)+ wi, (w2 +v2) +wo,...,(un+ va) + wil
by Definition 1.1(1), “Vector Addition”
= [nn+(vi+w),up+ (vo+wa),...,us+ (v + wy)]
since addition of real numbers is associative
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Page 17 Number 41(a)

Page 17 Number 41(a). Let v, w € R" and let r be a scalar in R. Prove
(S1): r(V+w) =rv+ rw.

Proof. Since Vv, w € R”, by Definition 1.A, “Vectors in R",” we have that

V=|[v1,va...,vp] and w = [wy, ws, ..., w,| where all v; and w; are real
numbers. Then

r(v4+w) = r([vi,vay...,vn] + [wa,wa, ..., wy])

since multiplication distributes

over addition in the real numbers. ..
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Page 17 Number 40(a) (continued)

Page 17 Number 40(a). Let &, vV, w € R" and let r, s be scalars in R.
Prove (Al): (i+V)+w=10+(V+w).
Proof (continued). ...
(G+V)+w = [n+(vi+wmw), i+ (va+wa),...,un+ (Vo + wy)]
= [u,u,..., Ul + [vi + wi, vo + wo, ..., vy + W)
by Definition 1.1(1), “Vector Addition”
= [wu,uz,y..., up) + ([vi, va, ooy Vo] + [wa, wa, ...y w,])
by Definition 1.1(1), “Vector Addition”
= 0+ (V+w).
O
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Page 17 Number 41(a) (continued)

Page 17 Number 41(a). Let v, w € R" and let r be a scalar in R. Prove
(S1): r(V+ w) =rv+rw.

Proof (continued). ...

r(V+w) = [mva+rwi,rvo+rwo, ..., vy + rwy)

= r[VleVZ:--'eVn]+r[W1:W23"':Wn]
by Definition 1.1(3), “Scalar Multiplication”
= rv+rw.
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Page 16 Number 22

Page 16 Number 22. Find all scalars c (if any) such that the vector
[c?,—4] is parallel to the vector [1, —2].

Solution. By Definition 1.2, two nonzero vectors are parallel if one is a
scalar multiple of the other, say [c?, —4] = r[1, —2] for scalar r € R. Then
by Definition 1.1(3), “Scalar Multiplication,” [c?, —4] = [r, —2r]. So we
need both ¢2 = r and —4 = —2r. Since —4 = —2r then we must have
r=2. With r =2 and ¢ = r = 2 we must have that either

c=V2orc=—2.|0
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Page 16 Number 28

Page 16 Number 28. Find all scalars c (if any) such that the vector
:—i—cJ—i—(c—l)k is in the span of 7'+ 27+ k and 3.’+6J+3k

Solution. By Definition 1.4, the span of v+ 27+ k and 37+ 67+ 3k is the
set of all linear combinations of these two vectors. So the question
becomes: For which c € R is

T+ cj+ (c = 1)k = n(T+ 27+ k) + rn(37+ 67+ 3k) for some r,r, € R?
If this holds, 7+ c7+ (c — 1)k = (n + 3n)T+ (2r + 6r)7+ (1 + 3n)k.
So we need ¢ € R such that

1 = n—+ 3-"2 (1)
c = 2n+6n (2)
c—1 = n+3n (3)

Multiplying (1) by 2 gives 2 = 2r; + 6r>. Combining this with (2) we see
that we need ¢ = 2. With ¢ = 2, equation (3) gives 1 = r; + 3r> which is
. Therefore all three equations (1), (2), and (3) are satisfied when

We can take n = 1 and rn = 0, for example. [J
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