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Theorem 2.2.1

Theory of Matrices J Theorem 2.2.1. Let {v;,v2,..., v} be a basis for vector space V of
Chapter 2. Vectors and Vector Spaces n-vectors where the basis vectors are mutually orthogonal. Then x € V we
2.2. Cartesian Coordinates and Geometrical Properties of Vectors have i, - _—
—Proofs of Theorems x= 0\, e, L Y
(vi,v1) (va, v2) (Vi Vi)
Springer Texts in Statisties Proof. SU ppOSe {V]_-_. Vo,..., Vk} |5 a baSiS fOI’ V, then
James E. Gentle X =cv + cva + -+ + cxvk for some (unique) scalars ¢, ¢, ..., ¢k € R.

Then forany i =1,2,..., k we have

x,vi) = (avi+ v+ + vk, vi)
= a(vi,vi)+ (v, vi) + -+ ci(vi, vi) + - + vk, vi)
= ¢j(vi, vj) since the basis is an orthogonal set.

Matrix Algebra

X, Vi
Hence, ¢; = {x; vi) and the claim follows. O
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Theorem 2.2.2 Theorem 2.2.3(2)

Theorem 2.2.2. The solutions to a homogeneous system of equations

form a subspace of R”. Theorem 2.2.3(2). Properties of Cross Product.
Let x,y,z € R3 and a € R. Then:

Proof. We need only show that the set of solutions to a homogeneous

system is closed under linear combinations. Let x; and x> be solutions and X X y = —y X x (Anti-commutivity).

T T
agx1=0 ¢ x=0

c2Tx1 =0 cszz =0
let a, b € R be scalars. Then _ _ Proof. Recall that x X y = [xoy3 — x3y2, X3y1 — X1)3, X1y2 — X2¥1]. S0
cIx1=0 clx=0. yxx = [y2x3 — y3x2,¥3X1 — Y1X3, Y1 X2 — Yaxi]
Hence = [X3,V2 — X2y3,X1y3 — X3y1,X2)1 — Xl)’:z]
¢ (ax1+ bxy) = ac xq + bef xo = a(0) + b(0) =0 = [~(x2y3 — x3y2), —(x3y1 — x1¥3), —(x1y2 — x2y1)]
¢ (ax1+ b)) = ac)x + bej xo = a(0) + b(0) =0 = —[(x2y3 — x3y2), (x3y1 — x1y3), (x1y2 — x2y1)]
Do = —XxXy.
ch(ax1 + bxo) = aclxi+ belxa = a(0) + b(0) = 0. 0

So ax; + bxo is a solution and the set of solutions is a subspace of R”. []
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