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Theorem 3.7.1

Theorem 3.7.1. Let Q be an n x m matrix. For n < m, Q is orthogonal
if and only if QQT = /,. For n > m, Q is orthogonal if and only if

Q" Q = I,,. A square matrix Q is orthogonal if and only if

RQRT =Q7Q =1 (so a square matrix @ is orthogonal if and only if it is
invertible and @ = Q7).
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Theorem 3.7.1

Theorem 3.7.1. Let Q be an n x m matrix. For n < m, Q is orthogonal
if and only if QQT = /,. For n > m, Q is orthogonal if and only if

Q" Q = I,,. A square matrix Q is orthogonal if and only if

RQRT =Q7Q =1 (so a square matrix @ is orthogonal if and only if it is
invertible and @ = Q7).

Proof. First, suppose n < m. If Q is orthogonal then the row rank of Q@
equals the column rank of @ by Theorem 3.3.2 and so @ must have n
orthonormal rows (since it cannot have more orthonormal [and hence
linearly independent] columns than rows). Let the rows of Q be

T T T

i, r,...,rn. Then the columns of Q7 are [CLNC SN
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Theorem 3.7.1

Theorem 3.7.1. Let Q be an n x m matrix. For n < m, Q is orthogonal
if and only if QQT = /,. For n > m, Q is orthogonal if and only if

Q" Q = I,,. A square matrix Q is orthogonal if and only if

RQRT =Q7Q =1 (so a square matrix @ is orthogonal if and only if it is
invertible and @ = Q7).

Proof. First, suppose n < m. If Q is orthogonal then the row rank of Q@
equals the column rank of @ by Theorem 3.3.2 and so @ must have n
orthonormal rows (since it cannot have more orthonormal [and hence
linearly independent] columns than rows). Let the rows of Q be

M, ..., . Then the columns of QT are ', r,) ... r,]. So the (i,}))
entry of QQ7 is rir = (ri, 1;) = { é :: : ;j
orthonormal. Since QQT is n x n, then QQRT = I,.

since the rows of @ are
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Theorem 3.7.1

Theorem 3.7.1. Let Q be an n x m matrix. For n < m, Q is orthogonal
if and only if QQT = /,. For n > m, Q is orthogonal if and only if

Q" Q = I,,. A square matrix Q is orthogonal if and only if

RQRT =Q7Q =1 (so a square matrix @ is orthogonal if and only if it is
invertible and @ = Q7).

Proof. First, suppose n < m. If Q is orthogonal then the row rank of Q@
equals the column rank of @ by Theorem 3.3.2 and so @ must have n
orthonormal rows (since it cannot have more orthonormal [and hence
linearly independent] columns than rows). Let the rows of Q be

M, ..., . Then the columns of QT are ', r,) ... r,]. So the (i,}))
entry of QQ7 is r;rJ-T = (r,r) = { é :: : ;j

orthonormal. Since QQT is n x n, then QQRT = I,. Conversely, if

QQT = I, then the (i, j) entry of QQT is {r;, rj) as given above and so the
rows of @ form an orthonormal set and @ is orthogonal.
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Theorem 3.7.1 (continued)

Proof (continued). Second, suppose n > m. If Q is orthogonal then,
similar to the case n < m, it must be that @ has m orthonormal columns.
Let the columns of Q be c1, ¢, ..., Ccm. Then the rows of Q7 are
¢l ,ci,...,ch. Sothe (i,j) entry of QT Q is

l1ifi=j .
c,ch = (ci,q) = { 0if i #j since the columns of @ are orthonormal.
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Theorem 3.7.1 (continued)

Proof (continued). Second, suppose n > m. If Q is orthogonal then,
similar to the case n < m, it must be that @ has m orthonormal columns.
Let the columns of Q be c1, ¢, ..., Ccm. Then the rows of Q7 are

¢l ,ci,...,ch. Sothe (i,j) entry of QT Q is

¢’ ¢ = {(ci,¢j) = { (1) :]]: : ;j since the columns of @ are orthonormal.
Since QT Q is mx mthen QTQ = I,,. Conversely, if QT Q = I, then the
(i,j) entry of QT Q is (c;, c;) as given above and so the columns of Q
form an orthonormal set and @ is orthogonal.
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Theorem 3.7.1 (continued)

Proof (continued). Second, suppose n > m. If Q is orthogonal then,
similar to the case n < m, it must be that @ has m orthonormal columns.
Let the columns of Q be c1, ¢, ..., Ccm. Then the rows of Q7 are

¢l ,ci,...,ch. Sothe (i,j) entry of QT Q is

¢’ ¢ = {(ci,¢j) = { (1) :]]: : ;j since the columns of @ are orthonormal.
Since QT Q is mx mthen QTQ = I,,. Conversely, if QT Q = I, then the
(i,j) entry of QT Q is (c;, c;) as given above and so the columns of Q
form an orthonormal set and @ is orthogonal.

If Q is n x n, then combining the first two cases we have that Q is
orthogonal if and only if RRT =1=Q7Q. O
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Corollary 3.7.2

Corollary 3.7.2. For Q a square orthogonal matrix, we have det(Q) = +1.
For Q an n x m orthogonal matrix @ with n > m, we have (Q, Q) = m.
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Corollary 3.7.2

Corollary 3.7.2

Corollary 3.7.2. For Q a square orthogonal matrix, we have det(Q) = +1.
For Q an n x m orthogonal matrix @ with n > m, we have (Q, Q) = m.

Proof. By Theorem 3.7.1 and Theorem 3.2.4, det(QQT) = det(/) or
det(Q)det(QT) = 1. By Theorem 3.1.A, det(Q7) = det(Q), so
det(Q)? = 1 and det(Q) = £1.
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Corollary 3.7.2

Corollary 3.7.2. For Q a square orthogonal matrix, we have det(Q) = +1.
For Q an n x m orthogonal matrix @ with n > m, we have (Q, Q

) =
Proof. By Theorem 3.7.1 and Theorem 3.2.4, det(QQT) = det(/) or
det(Q)det(QT) = 1. By Theorem 3.1.A, det(Q7) = det(Q), so
det(Q)? = 1 and det(Q) = £1.

Let the columns of n x m orthogonal @ be ¢1,¢,...,cm. Then

(Q.Q = Z G = {g:q) = llgl? =
=1 j=1 j=1

since the columns of @ form an orthonormal set of vectors. O

Theory of Matrices June 16,2020 5/8



Theorem 3.7.3

Theorem 3.7.3. Every permutation matrix is orthogonal.
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Theorem 3.7.3

Theorem 3.7.3. Every permutation matrix is orthogonal.

Proof. First, form the elementary permutation matrix Epq from /, by

Rp—R,
interchanging rows p and g of I, I, =" Epq = [e;]. So we have e; =0

forie{1,2,...,n}\{p,q} and i # j, and e;; = 1 for
i€{l,2,...,n}\ {p,q}. For i = p we have e,; =0 for j # q and
€pq = 1. For i = q we have e;; = 0 for j # p and g4 = 1.
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Theorem 3.7.3

Theorem 3.7.3. Every permutation matrix is orthogonal.
Proof. First, form the elementary permutation matrix Epq from /, by

interchanging rows p and g of I,,, I, Rl Epq = [ejj]. So we have e =0
forie{1,2,...,n}\{p,q} and i # j, and e;; = 1 for

i€{l,2,...,n}\ {p,q}. For i = p we have e,; =0 for j # q and
€pq = 1. For i = q we have e;; = 0 for j # p and ¢;p = 1. So in
Ep-’;,:[eij-] we have ef; =0 for i € {1,2,...,n}\ {p,q} and i #j, and
ef =1forie{1,2,...,n}\ {p,q}. Fori=pwehave e/ = e, =0 for
Jj# qand e, = ey =1. Fori=qwe have e, = e;; = 0 for j # p and

€jq
t _ —
€pq = €qp = 1.
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Theorem 3.7.3

Theorem 3.7.3. Every permutation matrix is orthogonal.
Proof. First, form the elementary permutation matrix Epq from /, by

interchanging rows p and g of I,,, I, Rl Epq = [ejj]. So we have e =0
forie{1,2,...,n}\{p,q} and i # j, and e;; = 1 for

i€{l,2,...,n}\ {p,q}. For i = p we have e,; =0 for j # q and
€pq = 1. For i = q we have e;; = 0 for j # p and ¢;p = 1. So in

Ef, = [ef] we have e =0 for i € {1,2,...,n} \ {p,q} and i # j, and

ef =1forie{1,2,...,n}\ {p,q}. Fori=pwehave e/ = e, =0 for
J# qand ej, = eyq =1. For i = q we have e/, = eq; = 0 for j # p and
el, = eqp = 1. So the (i, j) entry of EpqE for i € {1,2,...,n}\ {p,q} is

n
E eiwel; = eiej; since ey = 0 for k # i here
k=1

[ 1ifi=j
— O 0ifi#£],
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Theorem 3.7.3 (continued 1)

Proof (continued). ...for i = p the (i,j) entry (or the (p,j) entry) is

n n
t t t o
E Eikeyj = E €pk€kj = €pg€q; Since epx =0 for k # q
k=1 k=1

lifj=p
- e”"efq:{ 0if j # p,
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Theorem 3.7.3 (continued 1)

Proof (continued). ...for i = p the (i,j) entry (or the (p,j) entry) is

n n
t t t o
E Eikeyj = E €pk€kj = €pg€q; Since epx =0 for k # q
k=1 k=1

lifj=p
= epqefq:{ Oifj;ép,

and for j = g the (/,j) entry (or the (i, q) entry) is

n n
E eikely = E €ikChg = Eip€pq SINCE efg=0fork#p
k=1 k=1

o | 1lifi=gq
T G T 0ifi#q.

That is, the (i,/) entry of quEqu is 0if i £ j and 1 if i = J; that is,

T _ .
EpgEpg = In and Epq is orthogonal by Theorem 3.7.1.
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Theorem 3.7.3

Theorem 3.7.3 (continued 2)

Theorem 3.7.3. Every permutation matrix is orthogonal.

Proof (continued). Second, if E is an elementary permutation matrix

resulting from interchanging columns p and q in /,, then E is, similarly, an

orthogonal matrix.
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Theorem 3.7.3 (continued 2)

Theorem 3.7.3. Every permutation matrix is orthogonal.

Proof (continued). Second, if E is an elementary permutation matrix
resulting from interchanging columns p and q in /,, then E is, similarly, an
orthogonal matrix.

So if P is a permutation matrix, that is if P = E1 E, - - - E; for elementary
permutation matrices Ei, Ep, ..., E; (where these correspond to row or
column interchanges) then

PT = (BE---E) =EE , - Ef
= E;'E/Y - E[! since each E; is orthogonal from above,
and Theorem 3.7.1
= (BE-E) =P
and so PPT = PP~1 =|. That is, P is orthogonal by Theorem 3.7.1. [
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