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Theorem 3.9.2 (continued 1)

Proof (continued).

m
|AX||1 = Z |xi|||ai||1 by (2) of the definition of matrix norm
i=1
m m
< 3 bl max gl = max [l i
pary 1<j<m 1<j<m =

Il max lajl = max lajls = max {Zraur}

So max|j,=1 [|Ax|l1 < maxi<j<m {D°7; |aj|}. Let k satisfy 1 < k < m
with maxi<j<m ||ajll1 = [|ak|l1. Then with x = e, (the kth standard basis
vector for R™) we have

n
IAxll = | Aeclls = llacls = max [las]2 = max {Z |a;,-|}.

1<;<m
=M=
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Theorem 3.9.2

Theorem 3.9.2. For n x m matrix A = [a;], the L' norm satisfies
|All1 = maxi<j<m {>_i_; |aij|} and so it is also called the column-sum

norm. The L norm satisfies ||Alloc = maxi<j<p {EJ"’ZI |a,-j|} and so it is
also called the row-sum norm.

Proof. (This proof is based on Horn and Johnson's Matrix Analysis,
Cambridge University Press, 1985). Let the columns of A be a1,a,...,am
ai;

a2j

so that a; = . Then for any x = [x1,x2,...,xm]’ € R™ where

dnj
||x][1 = 1 we have

[Ax[l1 = [x1a1 +xea2 + -+ + Xmaml1

< Z |Ix;ai]|1 by the Triangle Inequality for || - [|1
i—1
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Theorem 3.9.2 (continued 2)

Proof (continued). Therefore, [|All; = max,,=1 [|[Ax||1

= maxi<j<m{Y.r_q |ajj|}, as claimed. Let the rows of A be by, by, ..., by,
so b; = [aj1, a2, . ., aim]- Then for any x = [x1,x0,...,xm]" € R™ where
||x]|cc = 1 we have

[Ax|lee = max |bix| = max |[(b],x)| = max Zauxj
1<i<n 1<i<n 1<i<n i

< o { Sl < o {5

< max o |aij||xj] < max : Iaullgw<x X

= max ¢ 3 fayllxllc = Il max Zlaul
m

= max 0> la]
j=1
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Theorem 3.9.2 Theorem 3.9.4

Theorem 3.9.2 (continued 3) Theorem 3.9.4
Proof (continued). So, max 1 [|Ax[oc < maxi<j<p {ZJ’"ZI |a,-j|}. Theorem 3.9.4. If square matrices A and B are orthogonally similar then
For given n x m matrix A,, let k be such that 1 < k < n and IAllF = [|B]lF.
Maxi<i<n {ijzl ‘aij’} = ijzl |akj|- Then define Proof. If A and B are orthogonally similar n x n matrices then there is (by
x. = [sgn(ak1),sgn(ak2), - - - ,sgn(am)] " € R™, where definition) orthogonal matrix Q such that A= Q" BQ. Then
1 ifa>0
sgn(a) = 0 ifa=0 (so|[x|lcc =1 unless A=0). We then have IAIF = tr(ATA) as observed above
~1 ifa<0 = tr((Q"BTQ)(Q"BQ)) since A= QT BQ
= tr(QTB"BQ) since QRT =
— T — —
1A%, |00 = max ]bx*\ — max [(b],x)| = max Z lag] b - = tr(BQRTBT) =1tr(BBT) since tr(CD) =tr(DC)
1< 1sizn lsizn for square C = Q" BT and D = BQ by Exercise 3.2.E

= tr(B"B) = ||B||% by Exercise 3.2.E.
Therefore [|Alloc = max|y||..=1 [[AX]|cc = Maxi<i<n {ZJ'":l |a,J|} as

claimed. ] So ||Allr = ||B]|F, as claimed. O
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Theorem 3.9.6 Theorem 3.9.7
Theorem 3.9.7. Let A be a square matrix. Then limx_,o, AX = 0 if and
only if p(A) < 1.
Theorem 3.9.6. For any matrix norm | - || and any square matrix A,
p(A) < ||Al. Proof. Suppose lim,_o, AX = 0. Let (c1, v1) be an eigenpair for A where
N _ _ _ _ c1 is a dominant eigenvalue of A. Let € > 0. Then there exists N € N
Proof. Let (cj, v;) be an eigenpair for A. Consider the square matrix such that for all n > N, ||A¥ —0|| < /||v1]|. Then for n > N,
V=I[v 00 - 0]. Then AV = ¢;V and so « « « )
|A*vi = 0| = ||IA"w1]] < |JA|||lva]| by the definition of induced norm
lcillVII = |lciV] by part (2) of the definition of matrix norm < (¢/|vil)lvill = ¢
= [|AV||since AV = ¢;V and so limy_,oo(A¥v1) = 0. Since Akv; = c{‘vl then we have
< ||A]ll| V|| by the Consistency Property. limg oo cfvi = 0 and so |c1| < 1. Therefore p(A) < 1.
Since v; is an eigenvector it is nonzero and so || V|| # 0. Therefore Now suppose p(A) < 1. By1 Theorem 3.89, there is a §chur facto‘rization
ci| < ||A|l. Since ¢; is an arbitrary eigenvalue of A, p(A) < ||A]|. 0 of A such that A= QTQ ™" where Q is orthogonal, T is upper triangular,
and T has the same eigenvalues as A (see the note after Theorem 3.8.9),
say c1,C, ..., Cpy. Fix real scalar d > 0 and form n x n diagonal matrix

D = diag(d,d? d3,...,d").
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Theorem 3.9.7 (continued 1)

Proof (continued). Then D! =diag(d 1,d 2,d3,...,d" ") and
DTD™1 is upper triangular with the same diagonal entries as T. Now the
eigenvalues of a square triangular matrix are the diagonal entries of the
triangular matrix (by Example 3.1.A and the definition of eigenvalue), so
the eigenvalues of DTD™1, T, and A are all the same. With T = [t;],

= [d;], and D! = [d! L], the (i,)) entry of DT is 3 }_, dixti; = diit;;
and the (i, j) entry of DTD‘1

n

> (diti)(dyy) =

k=1

dijtyd; = d'tyd™ = d" ;.
So the sum of the absolute values of the jth column of DTD™ 1 is

j j-1
o d el =gl + > d g,
i=1 i=1
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Theorem 3.9.7

Theorem 3.9.7 (continued 3)
Proof (continued). So in terms of the Ly norm for DTD~! (that is, the
column-sum norm)

IDTD 4 = maxicjn {I G| + S22} o ltgl | < p(A) + 2 for d = M.

Now define norm || - |4 for any n x n matrix X as
1 X|lg = [(@D~1)"1X(QD™1)||; where Q and D are the matrices above
based on matrix A (|| - |4 actually is a norm by Exercise 3.32). Then

IAla = (@D~ TTA(QD ™)l = |[DQ'AQD ™| = [|DTD ™1

By hypothesis, p(A) < 1, so choose £ > 0 (and corresponding M and d)
so that p(A) + e < 1. Then ||Allg = |DTD7 |1 < p(A) + ¢ < 1. So
|A¥|l¢ < ||All% by the Consistency Property and since ||A||4 < 1 then
limg— oo [|AX|lg < limk_oo [[A]|S = 0. That is, limy_ o AK = 0 with respect
to || - ||¢ (and hence with respect to any matrix norm since all matrix
norms are equivalent by Note 3.9.A). O
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Theorem 3.9.7 (continued 2)

Theorem 3.9.7. Let A be a square matrix. Then limx_,o, AX = 0 if and
only if p(A) < 1.

Proof (continued). Since d >0and i —j <0 for1 <j<j—1, then
limy_oo d 7 =0 and so for any € > 0 there is M € R such that for
d > M we have

U — 1) max{[t;(}

So for given € > 0 and with d > M, since |¢j| < p(A), we have

[~ —0]=d™ <

Jj—1 Jj—1
.. g
Gl + ) d"™ [t < p(A) + . |
i+ 24l 2 G Dmarl
=p(A .
1 p(A) +e€
=1
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Theorem 3.9.8

Theorem 3.9.8. For square matrix A, limy_.o. [|A¥[|Y/% = p(A).

Proof. By Theorem 3.9.6, p(A) < ||A|| (for any matrix norm). By
Exercise 3.8.E, p(A¥) = p(A)X, so p(A)k = p(AK) < ||A¥|| and

p(A) < [|AF|IVE. (*)
By Theorem 3.8.2(2), if ¢ is an eigenvalue of A then bc is an eigenvalue of
1
bA. So p(bA) = bp(A). Let € > 0 and consider AT 6A Then

1 p(A) 1 k
—  A)l=——"2_<1and I =0b
p(p(A)+€ > p(A)+ < 1landso Iim < (A)—i—a ) Y
Theorem 3.9.7. So

lim H;Ak lim 1A%]
e || A + || T K (o(A) + 2)F
(since A, — 0 if and only if ||A, — 0] = ||A,|| — 0).
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Theorem 3.9.8

Theorem 3.9.8 (continued)

Theorem 3.9.9

Theorem 3.9.9

Theorem 3.9.9. Let A be an n x n matrix with ||A|| < 1. Then

k

Theorem 3.9.8. For square matrix A, limy_., [|AX[|Y/% = p(A). I+ k|im (Z A") =(-A"
o n=1
Proof (continued). So by the definition of limit, there is M € R such Proof. First. we introduce the sequence of partial sums
that k > M implies ||A%||/(p(A) + &)k < 1. Then ||A¥||*/k < p(A) + ¢ for | l+/.4 I+’A+ A2 S, — | +q2k Anp Then
Y 9 PRI - n=1 DI
k> M. We now have from (x) that (I — A)Sk = I — A*+1, Since ||A|| < 1 then AK — 0 (since
p(A) < |AK| VK < p(A) + & |AX — 0| = ||AK|| < ||A||* by the Consistency Property) and so
. . k+1
for k > M. Since & > 0 is arbitrary, we have lim |AK|[VK = p(A). O Jim (1= A)S = lim (1 — A*")
k—o0
or

(/= A) lim S =1— lim ARFL —

and so limy_ Sk = (I — A)71, as claimed. O
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