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Theorem 4.2.1

Theorem 4.2.1. Differentiation of scalar valued function f satisfies the

following.

a 2F (o

oxXT —\oX)

of

(2) For X square and f(X) = tr(X), X 7.
(3) For AX a square matrix where A is constant,

[tr(AX)] AT

ox T

Oftr(X T X)]
4) ———= =2X.
) oX

dla” Xb

(5) With a and b constant vectors, [EX ] =ab'.

(6) 22N _ (i
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Theorem 4.2.1 (continued 1)

of
(2) For X square and f(X) = tr(X), X = 7.
Proof. (1) From the definition, with X T = [XUT] where x,-]-— = Xji, we have

of _|of | _Tof] _[or)" _(of\T
OXT —|oxT | |oxj| |ox;]  \oX) °

i
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Theorem 4.2.1 (continued 1)

of A
1) ox7 = (ax)
(2) For X square and f(X) = tr(X), g—)f( =1T.

Proof. (1) From the definition, with X T = [x ] where XJT
of  [or | [oafr] [oaf1" [or\T
oxT ax.T Cloxg] loxi]  \oX

(2) With X square and f(X) = tr(X) = >} _; xkk we have

(
[8[ Xka]} [Z %ﬁf] _

= Xj;, we have

since %f(k": é E: ;;E: ; for k =1,2,...,n; that is,
atr(x
[8&)]:[

Theory of Matrices TR



Theorem 4.2.1 (continued 2)

(3) For AX a square matrix where A is constant,
tr(AX)]

=AT.
oX
Proof. (3) For AX a square matrix where A is constant, the diagonal
entries are y ;4 akexp for k=1,2,...,n. So

[tr(AX)] :[ [ o ” o] — AT
X i kzlézl keXek )i

since 3%_1_ [t Dofe1 akeXek] = D p—q Dop—1 Akt d[k and
o _ 1 (k)= (i)
Bx;j 0 if (4, k)#(i,j)
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N e
Theorem 4.2.1 (continued 3)

Oltr(X T X)]

(4) g = 2X.

Proof. (4) In XX, the diagonal entries are Y/, xpxek = >y (xex)?
and so

k=1/¢=1
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Theorem 4.2.1 (continued 4)

O[a” Xb] _

-
5X ab'.

(5) With a and b constant vectors,

Proof. (5) With a = [a1,a2,...,as] and b = [by, by, ... by] constant
vectors, the matrix a’ Xb is a 1 x 1 matrix. Now the kth entry of alXis

> ¢—1 arxek and so
n n
TXb = b
a = apXyek k| -
k=1 \¢=1
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Theorem 4.2.1 (continued 4)

O[a” Xb]

T
5X =ab'.

(5) With a and b constant vectors,
Proof. (5) With a = [a1,a2,...,as] and b = [by, by, ... by] constant
vectors, the matrix a’ Xb is a 1 x 1 matrix. Now the kth entry of alXis

> ¢—1 arxek and so

al Xb=

(o))

k=1

Therefore a[aTi(b]

1 if(k)y=(
OXy ) J
_absmcea —{0 if (0, k) % (i, . So

B[aTXb [a b] — abT
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Theorem 4.2.1 (continued 5)

(6) 22N _ (i

Proof. (6) By Theorem 3.1.F, we can express det(A) by expansion along
row k as det(X) = >/ _; xkjxkj where x4; is the cofactor of xi;. None of
the cofactors x; involve x;; so the only occurrence of x;; in this

representation of det(X) is when k =i in the term x;x;;. Hence,
o[det(x)] a[det (xX)] _ = [y

8X,‘j

= xjj and
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Theorem 4.2.1 (continued 5)

O[det(X)]

(6) Z5 S = (adi(x)) .

Proof. (6) By Theorem 3.1.F, we can express det(A) by expansion along
row k as det(X) = >/ _; xkjxkj where x4; is the cofactor of xi;. None of
the cofactors x; involve x;; so the only occurrence of x;; in this
representation of det(X) is when k =i in the term x;x;;. Hence,

OdetO)] _ - and 29ELA _ [y 1 Recall that the adjoint of X is

Oxij

adj(X) = [xy]" and so ‘)WL — [xy] = (adi(X))T. O
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