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Abstract. In this paper, we consider decompositions of the complete
graph on v vertices into 4-cycles with a pendant edge which admit auto-
morphisms consisting of: (1) a single cycle of length v, (2} f fixed points
and a cycle of length v — f, or (3) two disjoint cycles.

1 Introduction

A g-decomposition of graph G is a set of subgraphs of G, v = {91, 92, ..., gn},
where g; & g for ¢ € {1,2,...,n}, E(g;) N E(g;) = 0 for i 5 j, and

U E{g;) = E(G). The g; are called blocks of the decomposition. The study
g=1 '

of graph decompositions is a vibrant area of research [1, 4, 5]. Of relevance
to our study are decompositions of K. In particular, a 3-cycle (C3) decom-
position of K, exists if and only if v = 1 or 3 (mod 6) and such a structure is
called a Steiner triple system {9]. It is well known that a C4-decomposition
of K, exists if and only if v = 1 (mod 8). Let L denote the graph C3 U {e}
(that is, V(L) = {a's b, ¢, d} and E(L) = {(a’ b), (b’ C)1 (CL, c), (a, d)}, the 3-
cycle with a pendant edge). An L-decomposition of K, exists if and only
if v = 0 or 1 (mod 8) [3]. Let H denote the graph Cy U {e} (that is,
V(H) = {a,b,¢,d,e} and E(H) = {(a,b}, (b,¢), (c,d),(a,d),(a,e)}; we de-
note such H as [a, b, ¢, d; €]), the 4-cycle with a pendant edge. See Figure 1.
An H-decomposition of K, exists if and only if v =0 or 1 (mod 5), v > 10
[2].

An automorphism of a g-decomposition of G is a permutation 7 of V(G)
which fixes set . The orbii of a block g; under 7 is the set {#"(g;) | n € N}
and the length of the orbit of g, is the cardinality of the orbit of g;. A set B of
blocks is a set of base blocks under permutation n if the orbits of the blocks
of B generate an H-decomposition of K, and the orbits of the elements of
B are disjoint. An automorphism is said to be cyclicif it consists of a single
cycle, is said to be f-cyclic if it consists of f fixed points and a single cycle,
and is said to be bicyclic if it conwsists of two disjoint cycles. A common
method of construction for graph decompositions is the use of difference
methods and cyclic permutations. A cyclic Cs-decomposition of K, exists
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if and only if v = 1 or 3 (mod 6), v # 9 [11]. It is well known that a cyclic
Cy-decomposition of K, exists if and only if v = 1 (mod 8). A cyclic Cs-
decomposition of K, exists if and only if v = 1 or 3 (mod 6), v 5 9 [11]. Tt is
well known that a cyclic Cy-decomposition of K, exists if and onlyifv=1
(mod 8). A cyclic L-decomposition of K, exists if and only if v-= 1 (mod
8} [3, 8]. The f-cyclic automorphism was introduced by Micale and Pennisi
in connection with oriented triple systems, which concern decompositions
of complete symmetric digraphs into orientations of a 3-cycle [10). When
discussing bicyclic automorphisms, we assume that the cycles have lengths
M and N where M < N. A bicyclic Cs-decomposition of K, exists if and
onlyifv=M+NE10r3(mod6),M_=_10r3(mod6),M%Q(M> 1),
and M | N [6]. A bicyclic L-decomposition of K, exists if and only if (4)
N =2Mandv=M+N =9 (mod 24), or (49) m = 1 (mod 8) and
N = kM where k = 7 (mod 8) [8]. The purpose of this paper is to give
necessary and sufficient conditions for the existence of cyclic, f-cyclic, and
bicyclic H-decompositions of K,,.

Figure 1. We denote this graph as H = [a,b, ¢, d; ¢].

2 Cyclic and Rotational H-Decompositions

The following result gives necessary and suflicient conditions for the exis-
tence of a cyclic H-decomposition of K.

Theorem 2.1 A cyclic H-decomposition qf K,y exists if and only if v = 1
(mod 10). .

Proof. We consider cyclic H-decompositions of K, where V(K,)={0,1,2,
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..., (v — 1)} and where the cyclic permutation is 7 = 0,1,2,...,v—1).

Suppose such a system exists for v = 0or 6 (mod 10). Then by raising =
to the /2 power, we see that the edge (0,v/2) is fixed by interchanging the
two vertices 0 and v/2. Since the edge (0,v/2) is in exactly one copy of H
in the decomposition, then this copy of H must be fixed by 7¥/2. However,
it is not possible to fix H with a permutation which interchanges the ends
of an edge. Therefore such systems do not exist.

Now suppose v = 5 (mod 10). The length of the orbit of each edge and
every block g; of set <y is v. Therefore the orbits of the g; create a partition
of # into |y]/v sets. But with v = 5 (mod 10}, v does not divide |v| and so
such a system does not exist.

Suppose v = 1 (mod 10}, say v = 10k + 1. If v = 11, consider
{0,1,5,3;6]}. If v = 21, consider {[0,1,5,3;6],{0,7,17,9;5]}. If v > 31,
consider {[0,1,5,3;6],[0,7,17,9; 5]} U{[0, 51 + 11, 104 -+ 25, 56 -+ 13; 54 + 15] |
i=0,1,...,k— 3}. In each case, a set of base blocks is given for a cyclic
H-decomposition of K, under 7. Here, and throughout, we assume that
vertex labels are reduced modulo the length of the cycle containing them.

It has recently come to our attention that the sufficiency of Theorem
2.1 can be established by considering vertex labelings. Let V(H) =V, UV,
where sets Vi and V, form the bipartition of H, |Vi| = 2, and |V3| = 3. An
a-labeling of graph H is a one-to-one function f: V(H) — {0,1, 2, 3,4, 5}
it {If(u) = f(v)| | (u,v) € E(H)} = {1,2,3,4,5} for which there exists
integer k such that f(vi) < & for v1 € V3 and f(v2) > &k for vy € V5. An
o-labeling of H is given by labeling the vertices of H as given in Figure 1
as fla) = 0, f(b) = 2, flc) = 1, f(d) = 5, and f(e) = 3. Rosa (see [7]
and [12]) showed that if a graph G with n edges admits an c-labeling, then
there exists a cyclic G-decomposition of Ky,;4.1 for all natural numbers .
This result, therefore, gives an alternate proof of sufficiency in Theorem
2.1.

A special case of a bicyclic permutation is a permutation consisting of a
single fixed point and a single cycle (M = 1 and N = v — 1 in the notation
of Section 1). A graph decomposition admitting such a partition is said to
be rotational (ov 1-rotational). The following theorem classifies rotational
H-decompositions of K.

Theorem 2.2 A rotational H-decomposition of K., exists if and only if
v =0 (mod 10).

~
Proof. In such a system, the length of the orbit of each block is v —
1. Therefore the number of edges must be a multiple of 5(v — 1). Now -
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|E(K,)| = 3’—%——12, so it follows that v = 0 (mod 10) is necessary. So
suppose v = 0 (mod 10), say v = 10k, V(K,) = {00,0,1,2,...,(v - 1)}
and 7 = {00)(0,1,2,--+, (v~ 1)). Consider the set of blocks:

{[0,1,5,3; 00} |_J{[0,5i +5,10i + 13,5 + 7; 56+ 9] | i = 0,1,. ..,k — 2}.

This is a set of base blocks for a rotational H-decomposition of K, under

.

3 The f-Cyclic Results

We now consider a permutation of an H-decomposition of K, where the
permutation consists of f fixed points and a cycle of length v — f.

Lemma 3.1. The fired points of an f-cyclic automorphism of an H-
decomnposition of K, form a subsystem. That is, if w is the f-cyclic au-
tomorphism, (a,b) is an edge of a block h, and m(ea) = a, 7(b) = b, then
each vertex of h is fived by x.

Proof. Edge (a, b} appears in exactly one block of a decomposition. Since
(a,b) is in both h and w(h), it must be that A = w(h). The only way to
fix an edge of h without fixing all vertices of A is to fix three vertices of h
and interchange the other two. If this is the case, then  must consist of
several (at least three) fixed points and a transposition. Say the vertices in
the transposition are ¢ and d. Edge (¢, d) must be in some block, 4. But
7 fixes edge (¢, d) and hence must fix block i’. However, it is impossible
to fix H while interchanging the vertices of one of its edges. Therefore «
cannot consist of fixed points and a transposition and it must be that «

fixes all vertices of h. B

We let the vertex set of K, be {001,009 ...,007} U {0,1,...,0— f — 1}
and the f-cyclic permutation be (co1){(c0g) - (00f)(0,1,...(v = f — 1)).
Lemmaea 3.1 along with the necessary condition for the existence of an H-
decomposition of K, implies the following.

Lemma 3.2. In an f-cyclic H-decomposition of K, it is necessary that
f=0orl (modb), f=10. '

Lemma 3.3. In an f-cyclic H-decompwsition of K, it is necessary that

f<w-1)/9.
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Proof. Suppose a block of such a decomposition contains edges of the
forms (c0;, @) and (o0;, b) where a,b € Z,,.; with a > b. Then 7°~% maps
edge (004, a) to (00, b). Since (004, b) occurs in only one block, #®~® must
fix this block. But the only way to fix H without fixing each vertex is to
fix three of the vertices of H and interchange the other two. So 7°~% must
consist of fixed points and transpositions. However, the pendant edge must
be fixed by #®~¢ and this can occur only if both vertices of the pendant
edge are fixed. But this contradicts Lemma 3.1. Therefore no block of
an f-cyclic H-decomposition may include edges of the forms (co;, a) and
(00s, b) where a,b € Zy_;.

Again, by Lemma 3.1, we see that the admissible blocks of such a decom-
position must be of the following forms only: By, = [00;, 005, 00k, 00}; 004,
Boeo = [a,b,¢,d; 004, and Bg = [a,b,¢, d; e] where a,b,¢,d € Z,_;. Block
By is fixed by « and all blocks of this form make up an H-decomposition
of Ky. So there are f(f —1)/10 such blocks. The length of the orbit of a
block of type Beoo is v — f and the orbit of this block contains all edges
of the form (00;,a) for fixed ¢ and any a € Z,_y. Therefore there must be
f(v ~ f) blocks of this form. These blocks contain 4f(v — f) edges of the
form (a, b) where a,b € Z,_y. Since K, has {(v— f){v— f —1)/2 such edges,
it is necessary that 4f(v — f) < (v~ f)(v - f~1)/2, or f < (v-1)/9. m

Lemma 3.4. The following conditions are necessary for the eristence of
an f-cyclic H-decomposition of K,,:

(1) if v =0 (mod 10), then f =1 (mod 10), or

(2) if v=1 (mod 10), then f =0 (mod 10), or

(8) if v =5 (mod 10}, then f =6 (mod 10), or

(4) if v =6 (mod 10), then f =5 (mod 10).

Proof. With the notation of Lemma 3.3, the number of edges of the form
(a,b), where a € Z,..y, which are not in blocks of the form Bg, is

(v—Nw-F-1) . v—9f—1
5 ‘-4f(’0—f)--(‘v““f)(_“-§“——)-

These edges must be contained in blocks of the form Be. Since each such
block contains five such edges, there must by (v — f)(v — 9f — 1)/10 such
blocks. The lengths of the orbit of each B¢ is v — f, and so there must be
(v~ 9f —~ 1)/10 base blocks of the form Bg. Since v = 0 or 1 (mod 5) and
f=0or1 (mod 5), the conditions on v and f follow. i

Theorem 3.5 An f-cyclic H-detomposition of K, exists if and only if

f<(v—1)/92 and
(1) if v =0 (mod 10), then f =1 (mod 10), or
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(2) ifv =1 (mod 10), then f =0 (mod 10), or
(8) if v =5 (mod 10), then f =6 (mod 10), or
(4) if v =6 (mod 10), then f =5 (mod 10).

Proof, The necessary conditions follow from Lemmas 3.3 and 3.4. For
sufficiency, consider the set

{10, 1+ 44,5 + 86,3 + 44;0041] | i = 0,1,2,..., f — 1} U {[0,4f + 1 + 54,

8f + 5+ 104,4f + 3+ 55;4f +5+54 | i =0,1,2,..., (v — 9f — 11)/10}.

This set, along with a set of blocks for an H-decomposition of Ky on ver-
tex set {co1,00g,..., 00}, forms a set of base blocks for an f-cyclic H—
decomposition of K for the necessary values of v and f.

4 The Bicyclic Results

In this section we consider bicyclic H-decompositions of K, where the ver-
tex set of K, is {01,11,21,..., (M — 1)1,09,12,20,..., (N ~ 1)2} and the
automorphism is (03,11, 21, -+, (M — 1)1)(02, 19,22, -+, (N — 1)2). An ar-
gument similar to that used in the proof of Theorem 2.1 can be used to
show that in a bicyclic automorphism, neither 8 nor N can be even (or
there is the same uniqueness problem with edge (0, M/2) or edge (0, N/2),
respectively). Therefore we have the following result.

Lemma 4.1 In a bicyclic H-decomposition of K,, neither M nor N can
be even.

Lemma 4.2 If a bicyclic H-decomposition of K, exists where M < N,
then M =1 (mod 10).

Proof. Suppose a bicyclic H-decomposition of K, exists where M < N
and let 7 be the bicyclic automorphism. Assume that there is a block £ of
the decomposition with vertex set V(h) = {v1, w1, %3, ¥y, 2c} and edge set
satisfying (v1,w;} € E(h). Then 7™ fixes edge (v1,w:) and hence must fix
h. The only way to fix k = [a, b, ¢, d; e] without fixing all of the vertices is
to fix the vertices a, ¢, and e and to interchange vertices b and d. Therefore
such a 7 satisfies the property that =M fixes three vertices of h, say v,
wy, and z1, and interchanges the otherstwo vertices, yo and 2,. In this
case, 7™ must consist of M fixed points and N/2 transpositions (and so
N = 2M). However, as seen in Lemma 4.1, N cannot be even and hence
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all vertices of A must be fixed by 7™ and in fact V/(h) = {v1, w1, 21,91, 21}
That is, if a block of a bicyclic decomposition has one edge with vertices in
{01,11,21,..., (M — 1)1}, then all vertices of the block lie in this set. As in
Lemma 3.1, such blocks form a subsystem of the bicyclic decomposition. If
we restrict 7 to these blocks, we see that they form a cyclic H-decomposition
of Kps and by Theorem 2.1, M = 1 (mod 10).

Lemma 4.3 A bicyclic H-decomposition of K, admitting an automorphism
consisting of two disjoint cycles of the same length exists if and only ifv = 6

{mod 20), v > 26.

Proof. With M = N and v = 2M, we have from Lemma 4.1 that a
necessary condition is v = 2 (mod 4). Since v = 0 or 1 (mod 5), it is
necessary that v = 6 or 10 (mod 20). Now if v = 10 (mod 20), then M =5
(mod 10) and the length of the orbit of each edge and every block g; € v
is M. Therefore the orbits of the g; create a partition of 4 into |y|/M sets.
But with v = 10 (mod 20), M = v/2 does not divide |y| and so such a
system does not exist.

Now suppose M = v/2 = 3 (mod 10}, say M = 10k -+ 3. Then consider

the set:
{I0p, 15, 55, 3p; 6] | p = 1,2} U {[O1, (5k + 3)2, 21, 5k + 22; 03],

[01, (5k + 5)2, 61, (5k + 4)2; 51}, [Oa, (5K + T)1, 102, (5k + 6)1; 52] U
{[0p, (74 51)p, (17 + 108), (9+54),; (11 54)), [01, (B -+9 +4)g, (14 +84)1,
(Bk-+8+4-44)0; (1+4)2], {01, (Bh+114-41)7, (18+8¢)y, (Bk-+10-+41)q; (10k+2—1)5]
p=1,24=0,1,...,k—2}.

This a set of base blocks for & bicyclic H-decomposition of K, as needed.

Lemma 4.4 If o bicyclic H-decomposition of K, exists with M < N, then
M =1 (mod 10) and N = kM where k =9 (mod 10).

Proof. By Lemma 4.2, M = 1 (mod 10). Suppose all edges of the form
(21,y2) are contained in blocks consisting only of such edges (a possibility
since H is bipartite). Then the blocks with vertices from {0, 13, 22,..., (N~
1)2} form a cyclic H-decomposition of Ky and by Theorem 2.1, N = 1
(mod 10). But then v = M + N = 2 (mod 10) and since v = 0 or 1 (mod
5), this is impossible. Therefore i a bicyclic H-decomposition exists with
M < N, then there must be some block A which contains both edges of the
form (z1,y2) and (y2, 22) (it follows from the proof of Lemma 4.2 that no
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block can contain both edges of the form (x1,%1) and (y1, 22)). Now if we
apply ¥ to such a block, the edge (2, 22) is fixed and therefore the block
containing (yz2, z2) is fixed. As in Lemma 4.2, this can be accomplished by
interchanging two of the other vertices of h, but this would require that
7N contains M/2 transpositions, a contradiction. Therefore all vertices of
h must be fixed and, in particular, #; must be fixed. Therefore M is a
multiple of N: N = kM for some positive integer k.

From Lemma 4.2, we see that every edge of the form (z;,%1) is in a
block of the form [a1,b1,¢1,d1;e1]. Any edge of the form (z1,y2) or the
form (z2,y2) has an orbit of length N and there axe MN + N(N — 1)/2
such edges. Therefore any block consisting of such edges also has an orbit of
length IV and the total number of edges in this orbit is 5N, This implies that
5N divides MN+N(N—-1)/2, orthat M+(N~1)/2 = M+(kM~1)/2=0
(mod 5), from which follows the result £ =9 (mod 10). &

Lemma 4.5 A bicyclic H-decomposition of K, with M < N ezxists if and
only if M = 1 (mod 10) and N = kM where k = 9 (mod 10).

Proof. The necessary conditions follow from Lemma 4.4. The case when
M = 1 follows from Theorem 2.2. For M > 1, consider the following

collection of blocks:
{[01, (4+ 5'6')2, 21, (3 -+ 5?:)2; (5 -+ Si)g] I 7 == 0, 1, ey (M - 6)/5}

U{[Og, 4o, 29, 39; 01]} U {[02, (5 + 5i)2, (13 + 10’!:)2, (74 5’1:)2; (9 + 5'5)2] |
i=0,1,..., (N - 19)/10}.

These blocks, along with the base blocks of a cyclic H-decomposition of
K on vertex set {01,13,...,(M — 1)1}, form a set of base blocks for a
bicyclic H-decomposition of K, as needed.

Lemmas 4.2 to 4.5 combine to give necessary and sufficient conditions
for a bicyclic H-decomposition of K.

Theorem 4.6 A bicyclic H-decomposition of K,, where the bicyclic auto-
morphism consists of disjoint eycles of lengths M and N where M < N

exists if and only if
(i) M =N =3 (mod 10), M = N > 13, or
(i) M =1 (mod 10) and N = kM where k = 9 (mod 10).

%
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