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ABSTRACT

We generate a semiempirical chromospheric model for TX Psc representing a prototype for the N-type carbon stars. We solve self-consistently in a plane-parallel geometry the statistical equilibrium and radiative transfer equations for H, H+, C, C+, Na I, Mg I, Mg II, Ca I, and Ca II and generate synthetic spectra. The synthetic fluxes of the Mg II h and k lines are calculated in complete and partial redistribution and compared with a high-resolution IUE spectrum. Synthetic fluxes from the C II] (UV 0.01) multiplet are also generated and compared with low-resolution IUE spectra. Calculations are made in hydrostatic equilibrium, but the effects on the Mg II lines from an assumed chromospheric velocity field are also investigated. To match the observations, we find that (1) the chromospheric temperature rise must begin at a low density (~10^{11} \text{ g cm}^{-3}); (2) the temperature gradient in the lower chromosphere must be steep; (3) Ca I (4p^3P^0) bound-free opacity must be included to reproduce the continuum levels in the vicinity of Mg II; (4) partial redistribution must be used in the Mg II calculations; (5) the lower chromosphere is expanding away from the photosphere with velocities near 50 \text{ km s}^{-1}, but the upper chromosphere is nearly static with respect to the photosphere; (6) the microturbulent velocity is near 7 \text{ km s}^{-1} at the temperature minimum region but drops to 5 \text{ km s}^{-1} in the chromosphere; and (7), although the Lyman lines are optically thick in the chromosphere, these lines are not in detailed balance and this effect is important to the electron density.

Subject headings: radiative transfer — stars: carbon — stars: chromospheres — stars: individual (TX Psc)

I. INTRODUCTION

Considerable information is available regarding chromospheres and coronae of intermediate (G-K) stars, but red giants of types M, S, and C have only recently begun to receive attention (e.g., Hartmann and Avrett 1984; Johnson 1987; Luttermoser et al. 1987; Eaton and Johnson 1988; Judge 1989). We report here an investigation of the chromospheric structure of some of the coolest stars in the sky—the non-Mira N-type carbon stars. These stars were shown to have chromospheres by the discovery of emission features of Fe II in the violet spectral region (Bidelman and Pyper 1963) and of C II, Mg II, and Fe II in the long-wavelength region of the International Ultraviolet Explorer (IUE) (Johnson and O'Brien 1983; Querci and Querci 1983). The obvious weakness of the ultraviolet emission-line fluxes of the carbon stars compared with M giant stars has been documented in the form of color-color diagrams of Mg II h and k emission as a function of V - K for a variety of late stars (Eaton et al. 1965; Johnson 1987); fractional Mg II emission strength decreases steadily with advancing spectral types for the oxygen-rich stars, and the emission for the N-type carbon stars is comparable to that of the M7 - M8 giants.

All low-resolution, long-wavelength IUE spectra for seven N-type carbon stars have been systematically studied for line identifications (Johnson and Luttermoser 1987). The blended Mg II h and k lines are the strongest emission features, followed by C II] (UV 0.01); a plethora of Fe II emission lines cover the spectra as well.

A high-resolution IUE spectrum has been obtained for only one N-type carbon star—TX Piscium (Eriksson et al. 1986). The 13.5 hr observation showed a substantial amount of circumstellar absorption overlying the Mg II h and k lines and suggests that part of the relative weakness of the Mg II fluxes may be that carbon stars have more overlying absorbing material than do M stars. This high-resolution spectrum was bracketed by two low-resolution IUE spectra (Johnson et al. 1986) as described in § II.

As a prelude to chromospheric modeling, Johnson, Luttermoser, and Faulkner (1988) generated synthetic spectra for cool supergiant star photospheres with emphasis on TX Psc. These authors proposed, and computed synthetic spectra to demonstrate, a new solution to the “violet opacity problem” in carbon stars; the steep falloff in violet flux is due to the cumulative effect of several opacity sources, primarily bound-free and bound-free opacities from the ground and metastable states of neutral metals, particularly Mg I, Ca I, and Fe I absorption lines and Na I, Mg I, and Ca I photoionizations, and to a lesser extent, CH photodissociation and the C_3 pseudodocontinuum. They found the violet flux falloff to be primarily an effect of temperature and not composition, although carbon abundance plays an indirect role in determining the amount and depth of CO cooling.

Exploratory chromospheric modeling of TX Psc was attempted by Avrett and Johnson (1984), who were able to produce Mg II emission lines, but at smaller fluxes than observed. The present paper greatly extends that initial work.

We try to determine the chromospheric temperature-density structure of TX Psc with a semiempirical approach. We start by attaching an estimated temperature rise to the outer layers of a radiative equilibrium model photosphere to simulate a chromosphere. A synthetic spectrum is generated for the model.
and is compared with available observations. The temperature-density stratification then is altered until the observations can be reproduced.

Section III presents non-LTE calculations with the PANDORA stellar atmosphere code (Vernazza, Avrett, and Loeser 1973, 1976, 1981) including both complete redistribution (CRD) and partial redistribution (PRD). Comparisons are made with the high-resolution spectrum of Mg II h and k lines and the C II j (UV 0.01) integrated line fluxes from the low-resolution IUE spectra of TX Psc. Section IV describes synthetic flux calculations of Mg II (2852 Å), Ca II H and K, and Hα for the chromospheric model derived from the Mg II h and k lines. Section V summarizes our results.

II. OBSERVATIONS

Because of the observational data available, TX Psc is an ideal prototype for the investigation of N-type carbon star chromospheres. Photometric and spectral observations of this star in the visual and infrared have been reviewed by Faulkner, Honeycutt, and Johnson (1988) and Johnson, Luttermoser, and Faulkner (1988). The dominant spectral features in the visual and near-infrared are the CN red system bands and the Na D doublet. The C II bands shortward of 5700 Å are relatively weaker than in other N-type stars. Consistent with other N-type irregular (Lb) variables, Balmer lines are not seen either in absorption or in emission (Yamashita 1972, 1975), although Hz lies among many strong CN lines and a weak feature might be present. The lack of strong Balmer features is puzzling, since TX Psc, along with the six other N-type irregular variable stars observed with IUE, display emission lines from singly ionized metals in their low-resolution ultraviolet spectra (Johnson and Luttermoser 1987). Such emission lines are generally considered chromospheric indicators, and such a temperature rise in the outer layers of this star might be expected to produce Balmer lines.

The traditional chromospheric indicators for main-sequence stars and oxygen-rich giants and supergiants are the Ca II H and K lines. These resonance lines display emission peaks in the line core due to the chromospheric temperature increase and the coupling between the line source function and the Planck function. Richer (1975) recorded H and K in absorption in several carbon stars but could not resolve the bottoms of the lines. However, P. Bouchet (1982, private communication) was able to detect the deepest portions of the H and K lines on an overexposed spectrum of TX Psc but found no reversal in the emission profiles.

The radial velocity has been determined by Abt and Biggs (1972) to be \(+12 \pm 4 \text{ km s}^{-1}\) from photometric lines. Eriksson et al. (1986) tabulate velocity measurements from the emission lines seen in the high-resolution IUE spectrum and from the CO J = 1\(-\)0 (115.271 GHz) line.

Table I lists a summary of the three IUE spectra used in our non-LTE study. The low-resolution spectra show emission lines shortward of 2850 Å with the two strongest features being Mg II (UV 1) near 2800 Å and C II j (UV 0.01) near 2325 Å, respectively. Identifications of the other emission features have already been published (Johnson and Luttermoser 1987).

The C II j lines near 2325 Å are the transitions between the 2s2p2p2 Pp and 2s2p2p2 Pp states. These optically thin lines have been shown to be electron density diagnostics in stellar atmospheres (e.g., Stencel et al. 1981; Lennon et al. 1985). Although they are the second strongest emission features in the low-resolution IUE spectra, they are too faint to appear on the high-resolution IUE spectrum, and consequently we cannot deduce the electron density. However, we can use the integrated flux of these lines from the low-resolution spectra as a check of the temperature-density stratification determined from the Mg II lines. Table I also lists the integrated flux of C II j (UV 0.01) and Mg II (UV 1) as measured from the IUE spectra.

The Mg II h and k lines (i.e., multiplet UV 1) are the resonance transitions of this ion (3s2 3S\(^2\)P\(^2\)-3s3p\(^2\)P\(^2\)) at \(\lambda_{\text{air}} = 2795.523 \ Å\) and 2802.698 Å and are the normal chromospheric indicators. Since Mg is approximately 17 times as abundant as Ca in a solar mixture, and both Mg I and Ca I are easy to ionize (7.1 and 6.1 eV, respectively), \(h\) and \(k\) are expected to show the effects of a chromospheric temperature rise to a greater degree than H and K. The Mg II emission profiles in the high-resolution IUE spectrum are blueshifted with respect to the central self-absorption and are strongly affected by circumstellar absorption—especially on the short-wavelength side of the k line. Most of the circumstellar absorption is due to the resonance transitions of Mn I (UV 1), Fe I (UV 3), and Mg II self-absorption (Eriksson et al. 1986). The only portion of the Mg II emission unaffected by circumstellar absorption is the short-wavelength side of the h line.

It is virtually impossible to determine the amount of interstellar absorption in the Mg II h and k lines of TX Psc because of the large amount of circumstellar absorption from Mn I and Fe I overlying these lines and because of the noise of the spectrum. TX Psc has no noticeable interstellar reddening: Walker (1980) has determined \(EB-V\) to be zero. Bohlin, Savage, and Drake (1978) have found the ratio of hydrogen column mass to reddening in the interstellar medium (ISM) to be roughly constant. Accordingly, the amount of interstellar absorption over these lines may be small. We will discuss the possible effects of interstellar absorption on the Mg II line profiles in § IIIc.

TX Psc has a measured angular diameter (mean of three observations) of 9.31 ± 0.75 mas by lunar occultation (cf. Ridgway, Wells, and Joyce 1977; White and Feierman 1987). This allows absolute flux comparisons to be made between the synthetic and the observed fluxes. Ridgway, Wells, and Joyce (1977) also determined the effective temperature from the measured angular diameter and bolometric flux to be 3080 ± 150 K. Tsuji (1981) and Lambert et al. (1986) review effective temperatures for TX Psc and other N-type carbon stars derived by a variety of different authors.

The chemical composition of TX Psc has been determined by Lambert et al. (1986). For the adopted values of \(T_{\text{eff}} = 3030 \text{ K}\) and the photospheric microturbulent velocity of 2.2 km s\(^{-1}\),
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they find $^{13}C/^{12}C = 43$, $(^{13}C + ^{14}C)/O = 1.027$, $(^{13}C + ^{13}C)/H = +0.16$, $(^{14}N/H) = -0.27$, $(^{16}O/H) = -0.10$, $[Ca/H] = -0.3$, and $[Fe/H] = -0.4$, where $[X/H] = \log(X/H) - \log(X/H)_\odot$. Except for carbon, all elements are slightly underabundant with respect to the Sun, but the abundances are similar to those of K and M giants except for nitrogen, which is underabundant in carbon stars with respect to K and M giants (Smith and Lambert 1983; Lambert et al. 1986).

The surface gravity of TX Psc is the most uncertain input parameter. The measured angular diameter can be used to determine a linear diameter from its distance. N-type carbon stars in the Large Magellanic Cloud appear to have approximately the same absolute K-magnitude of $-8.2$ (Cohen et al. 1981). Using the apparent K-magnitude of TX Psc ($-0.76$) and the assumption that N stars in the Milky Way and the LMC have similar brightness, the distance to TX Psc is approximately 300 pc and the linear radius is 300 $R_\odot$. The masses of N-type carbon stars have been estimated by Aaronson and Mould (1985) and Catchpole and Feast (1985) to be approximately 2 $M_\odot$. This corresponds to $\log g \approx -0.2$ for convenience, and compatibility with the existing grid of radiative equilibrium models, we adopt $\log g = 0$.

III. RADIATIVE TRANSFER CALCULATIONS

The chromospheric temperature-density structure is determined with a semiempirical technique. We first attach a chromospheric temperature model onto the outer layers of a representative model photosphere and calculate a corresponding density model from hydrostatic equilibrium, including a proper treatment of ionization and recombinations. A synthetic spectrum is then computed. The chromospheric temperature-density stratification is altered until the synthetic flux matches the IUE flux. For TX Psc we use a plane-parallel radiative equilibrium atmosphere from the “Indiana” grid of photospheric models with $T_{\text{eff}} = 3000$ K, $g = 1$ cm s$^{-2}$, and solar abundances except that the carbon abundance is enhanced to achieve a carbon-to-oxygen ratio of 1.05 (Johnson 1982). Synthetic flux from the photospheric model has already been shown to reproduce the visual and infrared flux of TX Psc fairly well (Johnson, Luttermoser, and Faulkner 1988), and simple LTE flux calculations of a preliminary chromospheric model of this star approximately reproduce the long-wavelength prime (LWP) low-resolution spectra of this star (Luttermoser et al. 1987). We use this preliminary “LTE” chromospheric model as our initial model for the non-LTE calculations.

We solve the radiative transfer and statistical equilibrium equations with the PANDORA program (Vernazza, Avrett, and Loeser 1973, 1976, 1981) in a horizontally homogeneous, plane-parallel atmosphere. Because the equations and techniques used in PANDORA are described in detail in the three papers by Vernazza, Avrett, and Loeser listed above, we describe only recent relevant additions to the code.

We use the following initial iterative procedure for the flux calculations: (1) The combined statistical equilibrium and radiative transfer equations were first solved for a 3 level H atom with Ly$\alpha$ and Ly$\beta$ assumed to be in detailed balance and with $J = W(z)B_T(T_{\text{eff}}(z))$ for the hydrogen Balmer and Paschen continua, where $W(z)$ is the geometric dilution factor. We take $W = 0.5$ and $T_{\text{eff}} = 3000$ K for $z = -4.7 \times 10^6$ km (i.e., the chromosphere), $W = 1$ and $T_{\text{rad}} = T_e$ for $z \geq -8 \times 10^6$ km (i.e., near $\tau_{5000} = 1$), and $W$ is linearly interpolated with respect to the depth between the values of $z$ listed above.

Hydrostatic equilibrium then gives the total density as a function of height ($z = 0$ is set at unit continuum optical depth at 5000 Å). We iteratively determine a consistent set of level populations, source functions, and net radiative rates in these calculations. (2) We then solve the coupled statistical equilibrium and radiative transfer equations for the following multilevel atoms and ions: C I (10 levels), C II (7 levels), Ca I (8 levels), Ca II (6 levels), Na I (8 levels), Mg I (7 levels), and Mg II (6 levels). All other species are assumed in LTE. (3) Finally we solve the equations for a 4 level H atom with all the lines treated in detail, and $J$, for the continuum determined by solving the transfer equation. The entire system is re-solved iteratively to obtain a consistent solution for a given temperature distribution. The calculations are then repeated with different temperature distributions until the observed spectral features are reproduced.

The atoms and ions specified above were chosen for our non-LTE analysis for the following reasons: (1) C I is the dominant electron contributor in the middle chromosphere; (2) C II provides the multiplet at 2325 Å; (3) Ca I has strong bound-free opacities in the IUE wavelength regime; (4) Ca II resonance lines are chromospheric indicators (although emission has not been observed in these lines for this star); (5) Na I is the dominant electron contributor throughout most of the photosphere and has a strong bound-free opacity edge at 2413 Å; (6) Mg I is the dominant electron contributor in the temperature minimum region, it has a strong bound-free opacity edge at 2514 Å, and its resonance line at 2852 Å is an important opacity source in the IUE long-wavelength range (Johnson, Luttermoser, and Faulkner 1988); and (7) the resonance lines of Mg II are the primary chromospheric indicator for this study.

H I.—The 4 level atom includes the four lowest energy levels of the hydrogen atom in the statistical equilibrium equations; the six bound-bound radiative transitions between these states are also included. The 3 level model includes the three lowest energy levels. Initially we solve the line transfer equation only for H$\alpha$, and assume detailed balance for Ly$\alpha$ and Ly$\beta$. This assumption is later relaxed in the 3 level case before we use the 4 level atom.

C I.—This 10 level model includes the following levels: (1) 2$^2S$, 2$^2P_1/2$, (2) 2$^2S$, 2$^2P_3/2$, (3) 2$^2P_1/2$, (4) 2$^2P_3/2$, (4) 2$^2P_3/2$, (5) 2$^2S$, 2$^2P_1/2$, and (7) 2$^2S$, 2$^2P_3/2$, and eight bound-bound radiative transitions: 3–1, 3–2, 3–4, 4–1, 4–2, 5–2 (these are the UV 0.01 multiplet), 6–2, 7–1, and 7–2.

Na I.—This 8 level model includes (1) 3$^2S$, (2) 3$^2P_{1/2}$, (3) 3$^2P_{3/2}$, (4) 3$^2S$, (5) 3$^2D$, (6) 3$^2D$, (7) 4$^2P$, (8) 4$^2P$, and eleven bound-bound radiative transitions: 2–1, 3–1 (D lines), 4–2, 4–3, 5–3, 6–2, 6–3, 7–1, 7–4, 8–1, and 8–4.

Mg I.—This 7 level model includes (1) 3$^2S$, (2) 3$^2P_{1/2}$, (3) 3$^2P_{3/2}$, (4) 4$^2S$, (5) 4$^2P$, (6) 3$^2D$, and (7) 4$^2D$, and seven transitions: 2–1, 3–1, 4–2, 5–4, 6–2, 7–2, and 7–5.

Mg II.—This 6 level model includes (1) 3$^2S$, (2) 3$^2P_{1/2}$, (3) 3$^2P_{3/2}$, (4) 4$^2S$, (5) 3$^2D$, and (6) 5$^2S$, and the transitions 2–1, 3–1, (h and k, respectively), 4–2, 4–3, 5–3, 6–2, and 6–3.

Ca I.—This 8 level model includes (1) 4$^2S$, (2) 4$^2P_{1/2}$, (3) 4$^2P_{3/2}$, (4) 3$^2D$, (5) 3$^2D$, (6) 4$^2P$, (7) 5$^2S$, and (8) 4$^2P$.
Six radiative transitions include 2–1, 6–1, 7–2, 7–3, 8–1, and 8–5.

Ca II.—This 5 level model includes (1) 4s 2 S, (2) 3d 2 D 3/2, (3) 3d 2 D 5/2, (4) 4p 2 P 3/2, and (5) 4p 2 P 1/2, and the five transitions 4–1, 5–1 (H and K, respectively), 4–2, 5–2, and 5–3 (the infrared triplet).

\[ S_V = \frac{\phi_V}{\phi_V + r} \cdot S'_V + \frac{r}{\phi_V + r} \cdot S'_V, \]

where \( \phi_V \) is the line profile normalized such that

\[ \int_0^\alpha \phi_V dv = 1, \quad r = \phi_V (\chi' / \chi'_{\alpha}), \]

where \( \chi' \) is the continuous opacity at \( v \) and \( \chi'_{\alpha} \) the line opacity at line center, \( S_V \) is the continuum source function, and \( S'_V \) is the line source function. In CRD, \( S'_V \) is defined by

\[ S'_V = \frac{\bar{J} + eB}{1 + e}, \]

\[ \bar{J} = \int_0^\alpha \phi_V J_V dv, \]

\[ \epsilon = (R_d - \beta R_p) / A_p, \]

\[ B' = B [ (R_d - \beta) / (R_d - \beta R_p) ], \]

where \( \phi_V \) is given by the Voigt function, with the damping constants given by Appendix A of Vernazza, Avrett, and Loeser (1981); \( \beta = \exp (-h\nu/kT) \); \( R_d \) is the photon production rate; and \( R_p \) is the photon destruction rate. \( S'_V \) becomes equal to \( B(T_e) \) when \( e \gg 1 \) (e.g., when the collisional rates dominate) or at large optical depths where \( J_V = B' = B \).

The continuous opacities used in the calculation of \( r \) and \( S'_V \) include those of bound-free and free-free H, He, Mg I, Al I, Si I, and Fe II calculated by equations (1), (2a), and (2b) of Vernazza, Avrett, and Loeser (1976) and Table 16 of Vernazza, Avrett, and Loeser (1981). Recently the bound-free opacities of Na I and Ca I have been added to PANDORA. They have the same functional form as the opacities above, with the threshold cross section \( \sigma_{ab} \), threshold ionization wavelength \( \lambda_{ab} \), statistical weight \( g_j \), and spectral index \( s_j \) listed in Table 2. The Na I 3s data were obtained experimentally by Hudson and Carter (1967), the 3p data were obtained by Rothe (1969), the 4s and 4p data are taken from the calculations of Aymar (1978) and Aymar, Luc-Koenig, and Combet (1976), and the 2d terms were calculated by Peach (1970). The Ca I 4s data were taken from Scott, Kingston, and Hibbert (1983); the other levels are taken from Kelm and Schluter (1965) and Ayres and Testerman (1978). Rayleigh scattering by the H 2 molecule and He atoms are important opacity sources in these cool stars and have been added as well. For H 2 Rayleigh scattering, tabulated cross sections from Victor and Dalgarno (1969) are used for \( \lambda > 6328 \) Å, and a polynomial expression for the cross section is used for \( 1200 \leq \lambda \leq 6328 \) Å (Tafafdar and Vardya 1973). For He I Rayleigh scattering, tabulated cross sections (Langhoff, Sims, and Corcoran 1974) are used for \( \lambda > 9227 \) Å, and a polynomial expression for the cross section is used for \( 920 \leq \lambda \leq 9227 \) Å (Baschek and Scholz 1982).

Chromospheric emission in the Mg II resonance lines is severely mutilated by the circumstellar absorption lines of Mn I at 2794.82 Å and Fe I at 2795.01 and 2803.16 Å. Another Mn I line lies at 2801.08 Å, but its influence on the Mg II h line should be minimal, since it lies 1.6 Å from line center and 1.0 Å from the h blue-wing emission peak. Eriksson et al. (1986) speculate on possible circumstellar absorption from the molecules SiO, CS, and SiS, but no direct evidence for these
absorbers over the Mg II lines can be seen. For this study we assume that the blue wing of the Mg II h line is unaffected by circumstellar (and interstellar) absorption and use it as the primary chromospheric-structure indicator.

We initially had difficulty in producing Mg II h and k lines in emission due to their high $A_{\nu}$ values and the low density of our model. A very steep temperature gradient in the lower chromosphere is required to produce the observed emission. In addition, the bound-free opacity from Ca I (4P-3P) is required to reduce the continuum near Mg II h and k to observed values.

Figure 1 shows the final CRD flux calculation for Mg II h and k compared with the high-resolution IUE spectrum of TX Psc. The synthetic profiles are convolved with a Gaussian with the IUE FWHM at 2800 Å of 0.2 Å (IUE/NASA Newsletter, No. 28, 1985 November) and scaled to the angular diameter of TX Psc. From the figure it is obvious that the line wings have much more flux than the observations, and no chromospheric temperature-density profile could be found to overcome this discrepancy. The only mechanisms that will reduce these rings are an increase of continuous absorption at higher layers in the photosphere or the inclusion of PRD in the source function calculations.

The integrated flux of the C III] (UV 0.01) multiplet for this model (7.7 x 10^{-13} ergs s^{-1} cm^{-2}) is ~2.7 times the observed flux of the two low-resolution IUE spectra that bracket the high-resolution spectrum. These lines are formed at the same depth as the Mg II h and k emission peaks. Because of their lower oscillator strengths, C III] (UV 0.01) is more closely coupled to the Planck function than Mg II h and k, and this CRD model cannot be the correct one for TX Psc.

b) Partial Redistribution in a Static Atmosphere

Because the low densities in this model atmosphere allow line-scattering processes to dominate pure absorption processes, a proper treatment of the redistribution of scattered photons must be incorporated. We follow the PRD description of Avrett and Loeser (1984). The line source function in PRD is described by

$$S_{\nu}' = \frac{1}{1 + \epsilon} \left[ \frac{1}{\phi_{\nu}} \int R'(\nu', \nu) d\nu' + \epsilon B_{\nu} \right].$$

The redistribution function R(\nu', \nu) is assumed to be a combination of coherent scattering and complete redistribution, corresponding to the first and second terms, respectively, in the equation

$$R(\nu', \nu) = \gamma_s \langle a \rangle_\nu \phi_{\nu} \delta(\nu - \nu') + (1 - \gamma_s a_{\nu, \nu}) \phi_{\nu} \phi_{\nu'},$$

where

$$\gamma_s = \Gamma_{\text{rad}}/\Gamma_{\text{total}},$$

$$\langle a \rangle_\nu = \int a_{\nu, \nu} \phi_{\nu} d\nu',$$

$$a_{\nu, \nu} = f(x) = \begin{cases} 0, & x \leq x_c, \\ 1 - \exp \left\{ -[(x - x_c)/\Delta v_D]^2 \right\}, & x > x_c, \end{cases}$$

and

$$x = \max \left( \frac{|\nu - \nu_0|}{\Delta v_D}, \frac{|\nu' - \nu_0|}{\Delta v_D} \right).$$

In the above equations, $\Gamma_{\text{total}}$ is the sum of the collisional ($\Gamma_{\text{coll}}$) and radiative ($\Gamma_{\text{rad}}$) damping coefficients (Appendix A of Vernazza, Avrett, and Loeser 1981), $\Delta v_D$ is the Doppler width, and v and v' are frequencies of emission and absorption in the observer's frame, respectively. The parameter $x_c$ in equation (10) is the critical displacement in Doppler units separating the CRD-dominated line core and the coherent scattering-
dominated line wings. This parameter is assumed constant at all depths in this approximation of PRD. We tested a variety of values for \( x_c \). The Mg II emission cores were too much too narrow for \( x_c = 2 \), and no modification in the temperature-density stratification could be made to reproduce the width of the emission features. The best fit to the observed broadening of the emission core was obtained for \( x_c = 6 \).

This partial coherent scattering (PCS) approximation for the redistribution function \( R(v, \nu) \) in equation (7) has been criticized because it does not account for Doppler diffusion of photons in the line wings (Basri 1980; Frisch 1980). Hubeny (1985) has recently presented a new approximate numerical method for solving PRD transfer problems. Hubeny uses the PCS approximation and shows that photon diffusion in the line wings can be accounted for in a simple manner by allowing \( x_c \) to vary with depth in the atmosphere, where \( x_c \) is a function of the Voigt parameter \( a \) and the mean optical depth for the line. Using the formalism of Hubeny, \( x_c \) lies between 5 and 7 over the depths of formation of the Mg II emission features. Although the line profile is sensitive to the value of \( x_c \) in the approximation used in this study, the empirical value of \( x_c = 6 \) should mimic the Hubeny formalism at the depth of formation of the Mg II emission features.

Photons absorbed in the line core cannot escape as easily in the wings for our PRD approximation as compared with the CRD approximation. As such, these photons are trapped in the line core, which results in an increased flux of the Mg II emission profiles for the given chromospheric model. This requires a decrease in the electron temperature in the layers where the Mg II emission profiles are formed. Figure 2 shows the resulting "best fit" of the synthetic spectrum in PRD as compared with the high-resolution IUE spectrum. The synthetic spectrum has been shifted by the radial velocity of TX Psc (+12 km s\(^{-1}\)). Except for the velocity shifts of the emission features, the calculated blue wing of the \( H \) line now resembles the IUE spectrum quite well and demonstrates the accuracy both of the method and the chromospheric model. The lower temperatures in the layers where the Mg II emission originates also produce C \( \Pi \) (UV 0.01) integrated line fluxes of \( 2.5 \times 10^{-13} \) ergs s\(^{-1}\) cm\(^{-2}\) (\( \sim 0.9 \delta_{\text{obs}} \)). Figure 3 displays the temperature as a function of height for this PRD model and compares it with the CRD model.

c) Partial Redistributed in an Expanding Atmosphere

Mg II \( h \) is less affected than the \( k \) line by circumstellar absorption and as such displays the velocity blueshift of the emission wings with greater clarity. Figures 1 and 2 show that the self-absorption (or perhaps interstellar absorption) portion of Mg II \( h \) is at rest with respect to the radial velocity of the star. The noise in the high-resolution IUE spectrum and the large amount of circumstellar absorption only the Mg II \( h \) and \( k \) lines prevent the identification of the interstellar absorption features. We assume that most of the zero-velocity absorption is due to self-absorption of Mg II in the outer layers of the stellar atmosphere. Since this portion of the line comes from the upper chromosphere, these layers are stationary with respect to the photosphere. The emission portion of the line originates in the lower chromosphere where \( S \) reaches a local maximum. In this region, we initially introduce a velocity field with \( v_{\text{max}} \) occurring where \( dS/dh = 0 \) in the chromosphere. For the layers below this region, we follow the continuity equation \( \rho v^2 = \rho v_0 v_0^2 \), where \( v_0 = v_{\text{max}} \), and for layers above this region we force the velocity to a low value at the top of the chromosphere (\( \sim 1 \) km s\(^{-1}\)), since the continuity equation gives unrealistic velocities because of the low density in these regions.

The method used in solving the radiative transfer equation for PRD in an expanding atmosphere is described in detail by

![Figure 2](image-url)  
**Fig. 2.** Comparison of our best PRD static atmosphere flux calculation (solid line) to the observed high-resolution spectrum of Mg II \( k \) and \( h \) (dashed line). As in Fig. 1, the synthetic spectrum has been convolved with the instrumental profile and shifted by +12 km s\(^{-1}\).
Avrett and Loeser (1984). A variety of values of $v_{\text{max}}$ were tested to reproduce the $h$ line. In these calculations, the assumption of detailed balance in the Lyman lines is relaxed, resulting in a change to the final chromospheric structure as described in § IV. The maximum chromospheric expansion velocity was found by the best fit to be near $50 \text{ km s}^{-1}$ at depth $z = -5.9 \times 10^6 \text{ km}$ ($3.2 \times 10^6 \text{ km}$ below the region where $dS_{\nu}/dh = 0$). However, the base of the Mg $\text{II}$ $h$ and $k$ emission features is not broad enough, and an increase in the micro-turbulent velocity from 5 to 7 km s$^{-1}$ near the temperature minimum region is needed to reproduce the observations. The chromospheric structure deduced from this Mg $\text{II}$ calculation now produces C $\text{II}$ (UV 0.01) flux that matches the observations ($3.2 \times 10^{-13} \text{ ergs s}^{-1} \text{ cm}^{-2}$). Figure 4 displays the
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**Figure 3.** Temperature as a function of height for the CRD model (dashed line) and the PRD model (solid line). The location in the atmosphere where the Mg $\text{II}$ and C $\text{II}$ emission features are formed is indicated.
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**Figure 4.** Comparison of our best PRD expanding chromosphere flux calculation (solid line), convolved and shifted, to the high-resolution IUE spectrum (dashed line).
resulting flux for the Mg II doublet calculated with the PRD model, and Figure 5 shows the expansion velocity and the microturbulent velocity.

The large amount of circumstellar absorption over the Mg II lines makes it difficult to separate Mg II interstellar absorption and Mg II self-absorption from the upper chromosphere. We assume that most of the absorption over the Mg II lines at zero velocity (stellar frame) is due to self-absorption from the upper chromosphere. We now examine possible effects of interstellar absorption on the Mg II emission.

Using the Bohlin, Savage, and Drake (1978) expression for the relation between interstellar hydrogen column density and interstellar reddening, \( n_H(E(B-V)) = 5.8 \times 10^{21} \text{ atoms cm}^{-2} \text{ mag}^{-1} \), and assuming various values for velocity and reddening of the ISM between Earth and TX Psc, we investigated the effect of interstellar absorption over the Mg II lines. Walker (1980) reports \( E(B-V) = 0 \) for TX Psc, which leads to no interstellar absorption. Nevertheless, to investigate any possible effects, we first assumed \( E(B-V) = 0.0002 \), and we let the velocity dispersion \( \sigma_{\text{disp}} \) of the interstellar lines vary from 1 to 10 km s\(^{-1}\), and the radial velocity \( v_{\text{rad}} \) of the ISM lines vary from \(-30 \text{ km s}^{-1}\) to \(+50 \text{ km s}^{-1}\). To set an upper limit on the Mg II abundance, we also assumed that the ISM has a solar composition and that all the magnesium is singly ionized. No interstellar feature was obvious on the synthetic spectrum for \( E(B-V) = 0.0002 \) at any velocity. To set an upper limit on the amount of interstellar absorption over the Mg II lines, we then set \( E(B-V) = 0.02 \) for TX Psc. For \( \sigma_{\text{disp}} < 2 \text{ km s}^{-1} \), the lines were not detectable at any \( v_{\text{rad}} \), owing to the convolution of the synthetic flux. A distinct interstellar feature could be seen for \( \sigma_{\text{disp}} > 5 \text{ km s}^{-1} \) and \( v_{\text{rad}} > +35 \text{ km s}^{-1} \) and \( v_{\text{rad}} < -18 \text{ km s}^{-1} \). We can eliminate radial velocities less than \(-5 \text{ km s}^{-1} \) for the ISM, since evidence for this velocity range would show up in the short-wavelength side of the \( h \) line emission feature. Since the short-wavelength side of the \( h \) line is the primary feature used in our semiempirical model and interstellar absorption does not affect this feature, we believe our model to be valid for TX Psc with the assumptions used.

With this final spectrum, we can calculate the intrinsic chromospheric flux of the Mg II resonance lines and compare it with the observed flux and with Mg II fluxes. The scaled synthetic flux gives \( 1.3 \times 10^{-12} \text{ ergs cm}^{-2} \text{ s}^{-1} \) for the \( k \) line, \( 7.6 \times 10^{-13} \text{ ergs cm}^{-2} \text{ s}^{-1} \) for the \( h \) line, and a total scaled flux of \( 2.0 \times 10^{-12} \text{ ergs cm}^{-2} \text{ s}^{-1} \) for Mg II. In comparison with the observations, \( f(k)_{\text{intrinsic}} \approx 5.4f(k)_{\text{obs}}, f(h)_{\text{intrinsic}} \approx 1.8f(h)_{\text{obs}}, \) and \( f(Mg II)_{\text{intrinsic}} \approx 3.0f(Mg II)_{\text{obs}}. \) The calculated Mg II chromospheric flux is still one-third of the observed Mg II chromospheric flux for RZ Ari (M6 III) when both fluxes are normalized by their respective bolometric fluxes (Johnson and Luttermoser 1987). This indicates that the circumstellar absorption may not be the sole cause of the low Mg II fluxes seen in the low-resolution \( IUE \) spectra of N-type carbon stars; the chromospheres of these stars must be cooler (assuming that the blue wing of the Mg II \( h \) line is not affected by circumstellar absorption) than early and middle M-type stars (i.e., M0–M6).

IV. OTHER SPECTRAL FEATURES

As stated earlier, resonance lines of neutral metals are not seen in emission in the LWP low-resolution \( IUE \) spectra of N-type stars. Mg I has sufficient opacity in this chromospheric model to form an emission peak in the line core. However, the flux in this emission core is too low (\( \sim 54\% \) of the continuum flux) to be recorded by either the high- or the low-resolution cameras aboard \( IUE \). In addition, circumstellar (and possibly interstellar) absorption would reduce the flux of this emission peak to even lower values. Eaton and Johnson (1988) have noted Mg I \( \lambda 2852 \) in emission for middle M-type stars, so the emission seen in our calculations is not a problem—as long as it is not too great.

The Ca II H and K lines are also calculated in non-LTE and PRD to see whether the calculations could produce lines with no emission bumps. The calculations give rise to some emis-
sion features (\(\sim 32\%\) of the continuum flux for the K line), and convolving these lines with an instrument profile of 1 Å FWHM still produced emission features which should be seen. However, like the Mg II h and k emission peaks, circumstellar (and possibly interstellar) absorption may reduce the flux of the Ca II H and K emission peaks. Atomic lines which should have significant opacity in the circumstellar shell at the wavelength of the Ca II emission peaks (shifted by \(+50\) km s\(^{-1}\)) include Sc i \(\lambda 4393.4\), Ti i \(\lambda 3394.2\), V i \(\lambda\lambda 3392.7, 3935.5, 3934.0\), Fe i \(\lambda\lambda 3392.6, 3969.3\), Co i \(\lambda\lambda 3393.3, 3968.6\), and Zr i \(\lambda\lambda 3966.7, 3968.3\). This suspected amount of circumstellar absorption along with the convolution of the instrument profile should easily hide these weak emission features.

Balmer lines are also not seen. The line-center flux of H\(\alpha\) from the 3 level model atom with the PRD temperature profile is 21% of the continuum flux level and has a FWHM of 0.6 Å. This is a respectable line strength which should easily be seen. However, many CN lines fall within this wavelength region, which obliterates the “true” continuum in the emergent spectrum. The average emergent flux level for \(6540\) Å < \(\lambda\) < \(6585\) Å with atomic and molecular lines included in LTE flux calculations is \(\sim 8\%\) with respect to the continuum flux. Thus, H\(\alpha\) would not be very apparent in this “CN forest,” although there may still be a residual problem, since H\(\alpha\) is generally not seen at all in these stars.

We now compare the results obtained from our three hydrogen atomic models: (1) the simplified 3 level case, (2) the full 3 level atom, and (3) the 4 level atom. We first relax the assumption of detailed balance in Ly\(\alpha\) and Ly\(\beta\) and the assumption of \(J_\nu = W_\nu B_\nu(T_{\text{rad}})\) in the Balmer and Paschen continua in the 3 level atom. The line-center flux of H\(\alpha\) with the PRD model is now 86% of the continuum flux with a FWHM of 0.4 Å; this would be very difficult to detect among the CN lines in this portion of the spectrum. The number density in the second level of hydrogen is decreased by 3 orders of magnitude in the middle chromosphere and 1 order of magnitude in the lower chromosphere with the relaxation of the above-mentioned assumptions in the 3 level atom. Although the Lyman lines are optically thick throughout most of the chromosphere, the net radiative rate, \(A_\mu \rho_\mu\), where \(A_\mu\) is the Einstein A-value and \(\rho_\mu\) the net radiative bracket, is larger than the collisional rates \(C_\mu\) [e.g., \(A_\mu \rho_\mu(\lambda = 13.6) > C_{\lambda = 7.5 \times 10^{-3}}\) in the middle chromosphere \((\lambda = -2.5 \times 10^{-7}\) km) and \(A_\mu \rho_\mu(\lambda = 3.4) > C_{\lambda = 0.4}\) in the lower chromosphere \((\lambda = -7.79 \times 10^{-6}\) km)]. As a result, the assumption \(\rho_\mu = 0\) in the Lyman lines is not valid, hence detailed balancing does not hold for these lines in the chromosphere. Relaxing detailed balancing in Ly\(\alpha\) and Ly\(\beta\) allows electrons in the second and third levels to cascade down to the first level and reduces the densities in levels 2 and 3. The calculated photoionization radiation temperature of level 2 is 2700 K, and that of level 3 is 2450 K, in this chromospheric model.

Another result from the relaxation of the detailed-balance assumption in the Lyman lines is a decrease in a hydrogen ionization. Hydrogen is underionized, with respect to the calculations made assuming detailed balance in Ly\(\alpha\) and Ly\(\beta\), by a factor of 100 in the lower chromosphere. This results in a decrease of electron density by a factor of 10 in the middle chromosphere and a factor of 1.6 in the region of the chromosphere where Mg II (UV I) and C II (UV 0.01) are formed. As a result, the temperature profile in this region is increased by \(\sim 400\) K (cf. § 11C) to bring the synthetic flux back to the observed values. The ionization equilibrium of this model will be investigated in a future paper.

In comparison with the solution of the full 3 level case, using a 4 level H atom produces little change in the level, ion, and electron densities and the H\(\alpha\) line profile. As a result, we do not expect additional levels to influence these results drastically.

V. CONCLUSIONS

We construct a semiempirical chromospheric model of TX Psc based on the Mg II h and k line profiles, C II (UV 0.01) integrated line flux, Mg I, and overall appearance of the low-resolution, long-wavelength IUE region and the H\(\alpha\) spectral region. Table 3 lists the atmospheric parameters that describe the model. Using the continuous opacities presented earlier and the assumptions that the chromospheric temperature increases monotonically and that a depth-independent PCS formalization mimics PRD in the radiation field of this star, we have determined a constrained chromospheric model for TX Psc. The outermost layers of this model are the most uncertain, because of the lack of spectral indicators formed in this region. The temperatures and densities in the outermost layers are constrained to allow the optical depth of Mg II h and k and the C II resonance lines to be small at the top of the atmosphere.

Johnson, Luttermoser, and Faulkner (1988) have demonstrated the great influence of neutral metal lines in the spectra of these cool stars, especially in the ultraviolet and violet. We have included background continuum opacity multipliers based on the opacities of the LTE flux calculations of Johnson, Luttermoser, and Faulkner (1988) to simulate the effect of the multiplicity of atomic and molecular lines on the line profiles of C II (UV 0.01), Mg II (UV I), Mg I (UV I), Ca II (1), and H\(\alpha\). Although this additional opacity affects the wings of the resonance lines and causes H\(\alpha\) to become virtually nonexistent, it has little or no effect on the emission peaks of the mentioned resonance lines and no effect on C II.

We conclude the following from this study. (1) The chromospheric temperature rise must begin at a sufficiently low density [in this model \(\rho(T_{\text{min}}) = 6.6 \times 10^{-11} \text{ g cm}^{-3}\)] to (a) ensure that strong neutral metal lines (especially Mg i \(\lambda 2852\)) are so optically thin as to be weakly affected by the chromospheric temperature rise (although it may be possible to hide weak emission with circumstellar and possibly interstellar absorption), (b) prevent Balmer lines from becoming too strong, and (c) allow semiforbidden lines like C II (1) and Al II to form. (2) The temperature gradient in the lower chromosphere must be high (a rise of 3600 K over three pressure scale heights—the extent of the lower chromosphere) to produce the required emission in Mg II h and k and C II (UV 0.01). (3) Ca i (4\(\pi\) P) bound-free opacity must be included in the Mg II h and k calculations to reproduce the continuum level in this spectral region. (4) Partial redistribution effects in the resonance lines are very strong and must be used in the Mg II h and k calculations. (5) The lower chromosphere is expanding away from the photosphere with a velocity near 50 km s\(^{-1}\), but the upper chromosphere is nearly static with respect to the photosphere. (6) The microturbulent velocity is 7 km s\(^{-1}\) at the temperature minimum region and drops quickly to 5 km s\(^{-1}\) in the chromosphere. (7) Finally, even though the Lyman lines are optically thick in most of the chromosphere, the collisional rates are so small that these lines are not in detailed balance in the chromosphere.

What type of heating mechanism might exist in TX Psc to produce such a chromospheric model? Short-period waves (\(P < 1\) day) cannot be responsible, since the Mg II flux in TX Psc is fairly constant in the high-resolution IUE spectrum and the two low-resolution IUE spectra that bracket the high-
resolution spectrum (see Table I). Alfvén waves do not seem likely, since TX Psc is large and thus rotates slowly. Hartmann and Avrett (1984) have generated models for the extended chromosphere of α Ori based on Alfvén wave heating. To reproduce the mass-loss rate of α Ori, they deduced a surface magnetic field of 2 G (although their model has trouble in reproducing the chromospheric line profiles of Mg II h and k and Ca II H and K). It is hard to image how dynamos in extremely slowly rotating supergiants (like TX Psc) could produce fields this large.

Long-period waves would appear to be the best mechanism for heating the outer atmospheres of carbon stars. Variability in the Mg II lines of TX Psc at least on the order of 62 days has been documented (Johnson et al. 1986). This study has shown that circumstellar obscuration may not be entirely responsible for this variation, and the velocity field deduced from the Mg II lines indicates the existence of supersonic flows in the emitting regions (the isothermal sound speed is ~10 km s⁻¹ where the expansion velocity is at a maximum [~50 km s⁻¹]). Some type of acoustic shock mechanism is probably responsible for the emission lines seen in the IUE spectra of this star, as is the case in Mira-type variables (Brugel, Willson, and Cadmus 1986). TX Psc is an irregular (type Lb) variable, and therefore the Mira-type pulsation mode cannot be at work in this star.

Any shock waves that form in the Lb-variable, N-type carbon stars must do so at a low enough density (hence high enough in the atmosphere) to prevent Balmer lines from becoming observable. Indeed, Mira-type N stars do show Balmer lines, and Orlati (1987) has used these lines in the investigation of the "violet opacity problem" in these types of carbon stars. However, it is unlikely that shocks originate deep in the photosphere in the irregular and semiregular carbon stars. The formation of a shock will alter the temperature-density structure found in this paper, since hydrostatic equilibrium is assumed at all depths in this mode. A hydrodynamic calculation coupled with non-LTE radiative transfer calculations would be very beneficial and is currently under progress for Mira-type variables.

Obviously more data are needed for this star to test the uniqueness of this chromospheric model. A series of 15 hr ultraviolet spectra of the Mg II lines spread out over a few months could confront the question of the time variability of the chromosphere. TX Psc is a variable star, and the Mg II lines in low-resolution IUE spectra have been seen to vary in flux by a factor of 8 (Johnson et al. 1986). Unfortunately, the Mg II lines were just within reach of the high-resolution spectrograph on board IUE when these lines were at their peak flux level on the low-resolution IUE spectra. It is unlikely that IUE will be
able to gather further information on this star at high resolution.

Future work will investigate the effects of sphericity on the emergent flux (note that the Mg ii emission is formed 0.07R_
above the continuum emitting regions) and will model the circumstellar shell surrounding TX Psc. The detailed study of chromospheric heating mechanisms cannot be started until non--LTE calculations of Fe and CO are completed, since both of these species are important cooling mechanisms (Johnson 1982; Carpenter 1987). Until high-resolution spectra of chromospheric indicators of the fainter cool carbon stars are available (i.e., by the Goddard high-resolution spectrograph aboard the Hubble Space Telescope), little progress can be made in semiempirical chromospheric modeling of other N-type stars. Since low-resolution IUE spectra of the sample of these stars are similar, this model for TX Psc should be fairly representative of chromospheres of these cool stars.
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REFERENCES


EUGENE H. AVRETT AND RUDOLF LOESER: Center for Astrophysics, 60 Garden Street, Cambridge, MA 02138

HOLLIS R. JOHNSON: Astronomy Department, Indiana University, Bloomington, IN 47405

DONALD G. LUTTERMOSE: JILA, University of Colorado, Boulder, CO 80309

© American Astronomical Society • Provided by the NASA Astrophysics Data System