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Theorem 1.5.1

Theorem 1.5.1. Let X be a random variable with cumulative distribution
function F(x). Then

(a) Forall aand b, if a < b then F(a) < F(b) (i.e., Fis
nondecreasing).

(b) limy—_o F(x) =0.

(c) limy—oo F(x) = 1.

(d) limy)x F(x) = lim, F(x) = F(xo) (i.e., F is right
continuous).
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Theorem 1.5.1

Theorem 1.5.1. Let X be a random variable with cumulative distribution
function F(x). Then

(a) Forall aand b, if a < b then F(a) < F(b) (i.e., Fis
nondecreasing).

(b) limy—_o F(x) =0.

(c) limy—oo F(x) = 1.

(d) limy)x F(x) = lim, F(x) = F(xo) (i.e., F is right

continuous).
Proof. (a) With a < b we have
{X<al={xelC|X(c)<a}C{celC|X(c)<b}={X<b},
so by monotonicity of P, Theorem 1.3.3, we have P(X < a) < P(X < b)
or F(A) = P(X < a) < P(X < b) = F(b), as claimed. O
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Theorem 1.5.1 (continued 1)

Proof (continued). (b) (This is part of Exercise 1.5.10.) For n € N,
define x, = —n and define C, = {c € C | X(¢) < —n} = {X < —n}. So
Xp — —00, the sequence of sets {C,} is nonincreasing and
liMmp—oo Cn = N5, C, = @. So by the Continuity of the Probability
Function, Theorem 1.3.6, we have
lim P(X < xp) = fim P(Cy) = P lim Cy) = P(2) =0,
n—oo n—o0 n—oo
where P(@) = 0 by Theorem 1.3.2. We now need to replace the limit of
the sequence with the limit of the probability function.
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Theorem 1.5.1 (continued 1)

Proof (continued). (b) (This is part of Exercise 1.5.10.) For n € N,
define x, = —n and define C, = {c € C | X(¢) < —n} = {X < —n}. So
Xp — —00, the sequence of sets {C,} is nonincreasing and
liMmp—oo Cn = N5, C, = @. So by the Continuity of the Probability
Function, Theorem 1.3.6, we have
lim P(X < xa) = lim P(Cp) = P( lim cn) = P(2) =0,
n—oo n—o0 n—oo
where P(@) = 0 by Theorem 1.3.2. We now need to replace the limit of
the sequence with the limit of the probability function.

Let @ > 0. Then there exists N € N such that for all n > N we have
IP(X < xp)—0|<eor0<P(X<xp) <e. Let x € R where x < —N.
By part (a), 0 < F(x) < F(—N) = P(X < x,) < e. So for each € > 0
there exists N € N such that if x < —N then |F(x) — 0| < &. So by the
definition of limy_,_o F(x) = L, we have limy,_._o F(x) =0, as

claimed. O]
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Theorem 1.5.1 (continued 2)

Proof (continued). (c) (This is part of Exercise 1.5.10.) For n € N,
define x, = n and define C, = {c € C | X(c¢) < n} ={X < n}. So
Xp — 00, the sequence of sets {C,} is nondecreasing and
limp—oo Cn = U2, C, = R. so by the Continuity of the Probability
Function, Theorem 1.3.5, we have

lim P(X < x) = lim P(Cp) = P( lim C,,) = P(R) =1,

n—oo n—oo n—oo

where P(R) =1 by Definition 1.3.1(2). We now need to replace the limit
of the sequence with the limit of the probability function.
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Theorem 1.5.1 (continued 2)

Proof (continued). (c) (This is part of Exercise 1.5.10.) For n € N,
define x, = n and define C, = {c € C | X(c¢) < n} ={X < n}. So
Xp — 00, the sequence of sets {C,} is nondecreasing and
limp—oo Cn = U2, C, = R. so by the Continuity of the Probability
Function, Theorem 1.3.5, we have

lim P(X < x) = lim P(Cp) = P( lim C,,) = P(R) =1,
where P(R) =1 by Definition 1.3.1(2). We now need to replace the limit
of the sequence with the limit of the probability function.

Let € > 0. Then there exists N € N such that for all n > N we have

IP(X <xp)=1]<eg,orl—e<P(X<x,) <1l orl—e<F(xy) <L

Let x € R where x > N. By part (a), F(x) > F(N) = F(x,) or

1—e< F(xp) < F(x) <1, o0r|F(x)— F(xp)| < e. So for each € > 0 there

exists N € N such that if x > N then |F(x) — F(x,)| < . So by the

definition of limy_o F(x) = L we have limy_» F(x) =1, as claimed. [J
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Theorem 1.5.1 (continued 3)

Proof (continued). (d) Consider the sequence {x,} where x, = xo +1/n.
Then x, — x;". For n € N, define C, = {c € C | X(c) < xn} = {X < x»}.
Then the sequence of sets {C,} is nonincreasing and

lim,_o Cp = ﬂﬁilC = {X < Xg}.

6/ 10
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Theorem 1.5.1 (continued 3)

Proof (continued). (d) Consider the sequence {x,} where x, = xo +1/n.
Then x, — x;". For n € N, define C, = {c € C | X(c) < xn} = {X < x»}.
Then the sequence of sets {C,} is nonincreasing and

liMmp_—oo Cn =N, C, = {X < xo}. (Notice that the text book makes an
error here by simply assuming that x, — xaL; if any x, < xp then they do
not have N7 ; C, = {X < xo}, and, unless {x,} is a monotone decreasing
sequence, they do not have that {C,} is a nonincreasing sequence of sets.)
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Theorem 1.5.1 (continued 3)

Proof (continued) (d) Consider the sequence {x,} where x, = xo+1/n.
Then x, — x;". For n € N, define C, = {c € C | X(c) < xn} = {X < x»}.
Then the sequence of sets {C,} is nonincreasing and

liMmp_—oo Cn =N, C, = {X < xo}. (Notice that the text book makes an
error here by simply assuming that x, — XJ; if any x, < xp then they do
not have N7 ; C, = {X < xo}, and, unless {x,} is a monotone decreasing
sequence, they do not have that {C,} is a nonincreasing sequence of sets.)
So the the Continuity of the Probability Function, Theorem 1.3.6, we have

lim P(X < x,)= lim P(C,) = lim C,

Jim, Jim, (Jim, )
=P(N521GCh) = P(X < x0) = F(x0).

We now need to replace the limit of the sequence with the limit of the
probability function.
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Theorem 1.5.1 (continued 4)

Theorem 1.5.1. Let X be a random variable with cumulative distribution
function F(x). Then

(d) limy)x, F(x) = lim, F(x) = F(xo) (i.e., F is right
continuous).

Proof (continued). Let € > 0. Then there is N € N such that for all
n > N we have |P(X < x,) — F(x0)| < ¢, or |F(xn) — F(x0)| < €. By part
(a), F(xn) > F(x0) so we have 0 < F(x,) — F(xo) < e forall n > N.
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Theorem 1.5.1 (continued 4)

Theorem 1.5.1. Let X be a random variable with cumulative distribution
function F(x). Then
(d) limy)x, F(x) = lim, F(x) = F(xo) (i.e., F is right

continuous).
Proof (continued). Let € > 0. Then there is N € N such that for all
n > N we have |P(X < x,) — F(x0)| < ¢, or |F(xn) — F(x0)| < €. By part
(a), F(xn) > F(x0) so we have 0 < F(x,) — F(xo) < e forall n > N. Let
x € R satisfy x > xg and |x — xp| = x —xo < d = 1/N. Then
x0 < x < xp+1/N = xy and by part (a), F(x0) < F(x) < F(xo + 1/N).
Hence

0< F(x)—F(x0) < F(xo+1/N)— F(x0) < e.

So for € > 0 there is 6 > 0 such that if |x — xp| < J then
0 < F(x) = F(x0) < e. That is, by definition, lim, F(x) — F(x0), as
claimed. O
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Exercise 1.5.2

Theorem 1.5.2. Let X be a random variable with cumulative distribution
function Fx. Then for a < b we have P(a < X) < b) = Fx(b) — Fx(a).
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Exercise 1.5.2

Theorem 1.5.2. Let X be a random variable with cumulative distribution
function Fx. Then for a < b we have P(a < X) < b) = Fx(b) — Fx(a).

Proof. Since {X < b} = {X < a}U{a < X < b}, then by finite additivity
of probability, P(X < b) = P(X < a)+ P(a< X < b) or

P(a< X < b) = P(X < b) — P(X < a) = Fx(b) — Fx(a),

as claimed.

O
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Theorem 1.5.3

Theorem 1.5.3. For random variable X, P(X = x) = Fx(x) — Fx(x™)
for all x € R, where Fx(x™) = lim,_ - Fx(z).
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Theorem 1.5.3

Theorem 1.5.3. For random variable X, P(X = x) = Fx(x) — Fx(x™)
for all x € R, where Fx(x™) = lim,_ - Fx(z).

Proof. For any x € R we have {x} =N ;(x —1/n, x| and the sequence
of sets (x — 1/N, x] is nonincreasing so that lim,_.(x — 1/N, x] = {x}.
So by the Continuity of the Probability Functions, Theorem 1.3.6,

P(X=x) = P ( lim (x — l/n,x]) = n[rgoP((x— 1/n,x])

= nlng:Z;;;(x) — Fx(x —1/n)) by Theorem 1.5.2
= Fx(x)— nILmOO Fx(x —1/x). (%)

We now need to replace the limit of the sequence with the limit of the
cumulative density function.
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Theorem 1.5.3 (continued)

Theorem 1.5.3. For random variable X, P(X = x) = Fx(x) — Fx(x™)
for all x € R, where Fx(x™) = lim,_ - Fx(z).

Proof (continued).
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Theorem 1.5.3 (continued)

Theorem 1.5.3. For random variable X, P(X = x) = Fx(x) — Fx(x™)
for all x € R, where Fx(x™) = lim,_ - Fx(z).

Proof (continued). Since Fx is monotone then lim,_, - Fx(z) exists for

all x € R (see my Analysis 1 notes on 4.2. Monotone and Inverse
Functions, Theorem 4-13). Let € > 0. Since lim,_, - Fx(z) exists, say
lim,_,— Fx(z) = L, then there exists 6 > 0 such that if 0 < x —z < ¢
then |Fx(x) — L| <e.

Mathematical Statistics 1 September 22, 2019 10 / 10


http://faculty.etsu.edu/gardnerr/4217/notes/4-2.pdf
http://faculty.etsu.edu/gardnerr/4217/notes/4-2.pdf

Theorem 1.5.3 (continued)

Theorem 1.5.3. For random variable X, P(X = x) = Fx(x) — Fx(x™)
for all x € R, where Fx(x™) = lim,_ - Fx(z).

Proof (continued). Since Fx is monotone then lim,_, - Fx(z) exists for

all x € R (see my Analysis 1 notes on 4.2. Monotone and Inverse
Functions, Theorem 4-13). Let € > 0. Since lim,_, - Fx(z) exists, say
lim,_,— Fx(z) = L, then there exists 6 > 0 such that if 0 < x —z < ¢
then |Fx(x) — L| <e. Let N € N satisfy N > 1/6. Then for n > N we
have 0 < x —(x—1/n)=1/n<1/N < § and so |Fx(x —1/n) — L| < e.
Therefore, by the definition of lim,_o Fx(x —1/n) = L, we have

limp—oo Fx(x —1/n) = L =Ilim,_,,— Fx(z). Combining this with (x) gives
P(X = x) = Fx(x) — lim,_,- Fx(z) = Fx(x) — Fx(x™), as claimed.  [J
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