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Chapter 3. Some Special Distributions
3.4. The Normal Distribution—Proofs of Theorems
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Theorem 3.4.1

Theorem 3.4.1 (continued)

Theorem 3.4.1. If the random variable X is N(u,c?), where o2 > 0,
then the random variable V = (X — p)?/02 is x2(1).

Proof(continued). ...

e V/2 dy for v > 0.

v 1
G(v) = /
0o V2m/y
So the probability density function g(v) is (rewriting in a suggestive way)
1/2-1a=v/2 for v > 0
0 for v < 0.

1
g(v) = { Nz

Since I'(1/2) = /7 then g(v) is the chi-square distribution with r =1,
x2(1), as claimed. O
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Theorem 3.4.1

Theorem 3.4.1

Theorem 3.4.1. If the random variable X is N(u,0?), where o > 0,
then the random variable V = (X — u)?/02 is x?(1).

Proof. Let W = (X — u)/o. Then W is N(0,1) and V = W?2. The
cumulative distribution function G(v) of random variable V is, for v > 0,

G(v) = P(W? <v) = P(—V/v < W < /).
Since W is N(0, 1), then

G(v) = /ﬁ L«?_'”’2/2 dw for v >0
B — v V27 B

\/V 1 —W2/2
= 2 —e dw for v >0
0o Vom
and G(v) =0 for v < 0. With the change of variables w = ,/y then

Vol 1 v 1
G(v :2/ —e_Y/2—y_1/2dy:/ e Y2 dy for v > 0.
) 0 V2y 2 0 V2m/y
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Theorem 3.4.2

Theorem 3.4.2

Theorem 3.4.2. Let Xi, X5, ..., X, be independent random variables
such that, for i = 1,2,...n, X; has a N(u;, 0?) distribution. Let
Y = Z,’-’Zl a;X; where a1, as, ..., a, are constants. Then the distribution

of Yis N (X0, aipi, S0, a2o?).
Proof. The moment generating function of X; is My (t) = etttt°e7/2 for

t € R (as shown above), so by Theorem 2.6.1 the moment generating
function of Y is

w0 = T )= [T+ = xp S + 0272
i=1

i=1 i=1

= exp (tzn:u,- + (t2/2)zn:a,-2> :
i=1 i=1

This is the moment generating function of a the normal distribution
N (371 aipi, y.1q ato?), as claimed. O
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