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Theorem 4.2.A

Theorem 4.2.A. Consider a sample X1, Xo,..., X, on a discrete random
variable X with probability mass function p(x; @), where § € Q and Q is an
interval of real numbers. Let T = T(X1, Xa,...,X,) be an estimator of ¢

where the cumulative distribution function of T is Fr(t;6). Suppose that
F(t;0) is a nonincreasing and continuous function of # for every t in the
support of T. For a given realization xi, xa, .. ., X, of the sample, let t be
the realized value of the statistic T (so t = T(x1,x2,...,%5)). Let a3 >0
and as > 0 be given such that a = o + ap < 0.50. Let § and 6 be the
solutions of the equations

Fr(t—;0) =1—ap and Fr(t;0) = a1,

where T— is the statistic whose support lags by one value of T's support.
The interval (8, 0) is a confidence interval for § with confidence coefficient
of at least 1 — a.
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Theorem 4.2.A (continued)

Proof (“brief sketch”). The cumulative distribution function of T is
F1(t; 6), which is a nonincreasing function of 6 for a given t. Define

0 =-sup{f| Fr(T;0) > a1} and § = inf{ | Fr(T—;0) <

1-— 042}.

Since Fr(t;0) is nonincreasing, if @ > 0 then Fr(T;0) > a1, and if § < 6

then Fr(T—;0) <1— as. So,

Pl<6<0) = 1-PO<bo

- P{0<8})—

AV
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(6 >0)=
P({9<9}) P({¢ 25
( P({6>0
—P(FT(T—,G) >1—ap)—
l-ap—ag=1—(a1+am)=1-a.

P({o <0} U{0>0})

) (this needs justification)
P(Fr(T;0) < ai1)
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