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Chapter 5. Consistency and Limiting Distributions
5.3. Central Limit Theorem—Proofs of Theorems
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Theorem 5.3.1

Theorem 5.3.1. Central Limit Theorem.

Let X1, Xo,..., X, denote the observations of a random sample from a
distribution that has mean p and positive variance o®. Then the random
variable Y, = (320 Xi — nu)/(v/no) = /n(X, — p) /o converges in
distribution to a random variable that has a normal distribution with mean
0 and variance 1.
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Theorem 5.3.1

Theorem 5.3.1. Central Limit Theorem.

Let X1, Xo,..., X, denote the observations of a random sample from a
distribution that has mean p and positive variance o®. Then the random
variable Y, = (320 Xi — nu)/(v/no) = /n(X, — p) /o converges in
distribution to a random variable that has a normal distribution with mean
0 and variance 1.

Partial Proof. We give a proof for the case where the moment generating
function of X (the random variable which is being sampled),
M(t) = E(etX), exists for —h < t < h.
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Theorem 5.3.1

Theorem 5.3.1. Central Limit Theorem.
Let X1, Xo,..., X, denote the observations of a random sample from a
distribution that has mean p and positive variance o®. Then the random

variable Y, = (320 Xi — nu)/(v/no) = /n(X, — p) /o converges in
distribution to a random variable that has a normal distribution with mean
0 and variance 1.

Partial Proof. We give a proof for the case where the moment generating
function of X (the random variable which is being sampled),
M(t) = E(etX), exists for —h < t < h.

Since m(t) is the moment generating function for X — p, then by Note
1.9.B, m(0) = e MO M(0) = E(°) = 1, m'(0) = E(X — p) = 0 (since
m’(0) is the mean of the random variable), and
m"(0) = E((X — n)?) = E(X2) — 2uE(X) + E(2%)
= E(X?) —2u® + pi? = E(X?) — pi? = o°.
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Theorem 5.3.1 (continued 1)

Partial Proof (continued). By “Taylor's Theorem or the Mean Value
Theorem” (stated in Section 5.2) there exists { between 0 and t such that

m(t) = m(0) + m'(0)t + ”7”2(0152 =1+ mH2(€)t2
_q om0,
=1+ Syt (5.3.1)
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Theorem 5.3.1 (continued 1)

Partial Proof (continued). By “Taylor's Theorem or the Mean Value
Theorem” (stated in Section 5.2) there exists { between 0 and t such that
/! //
m(t) = m(0) + m'(0)t + mz(f)t =1+ 2(5) t2
0'2t2 m”(é) o 0.2 )

=1 te.
+ 2 2

Next, the moment generating function M(n; t) of

Yo = (S0y Xi — ) /(v/o) s

M(t;n) = E (eXp <tw>>
. (exp (tX;\—ﬁu> exp ( Xj\f > - exp <thn\%M>>
. (exp <tX;\%u)> £ <exp (thz\—ﬁM» . E <exp <tX;\_mM>)
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Theorem 5.3.1 (continued 2)

Partial Proof (continued).
= 552) ) om(55) - eom(552)

by Theorem 2.4.4, since X1, Xo, ..., X, are independent

n
= (E(exp(tx M))) since X; fori=1,2,...,nis a
oy/n

sample from the distribution of X

t n t _
= (m <Uﬁ>> for —hMU\/E<hsmce

E(t(X —p)) = m(t) for —h<t<h.

From (5.3.1) we have (replacing t with t/(o+/n)), ...
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Theorem 5.3.1 (continued 3)

Partial Proof (continued). From (5.3.1) we have (replacing t with

t/(ov/n)),

(o) 1% (o) 5 (o)

#2 1Y — 52)42
:14'_7_’_%
2n 2no

for some £ between 0 and t/(o+/n) with —ho\/n < t < ho+/n, This gives

M(t; n) = <1 + fract®2n + (m”(f)—az)t2> n.

2no?

Since m”(t) is continuous at t = 0 and since £ — 0 as n — oo (because &
is between 0 and t/(o+/n)), then

nli_)ngo(m”(f) —0?)=m"(0) —0?=0%—-0%=0.
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Theorem 5.3.1 (continued 4)

Theorem 5.3.1. Central Limit Theorem.
Let X1, Xo,..., X, denote the observations of a random sample from a
distribution that has mean p and positive variance o®. Then the random

variable Y, = (320 Xi — nu)/(v/no) = /n(X, — p) /o converges in
distribution to a random variable that has a normal distribution with mean
0 and variance 1.

Partial Proof (continued). By Theorem 5.2.B we then have

n—o00 n—o0 2n 2na2

2 " o 2\42\ "
lim M(t;n) = lim (1+t+(m(§)a)t> = e’ fort eR.

This is the moment generating function of N(0, 1) by Note 3.4.A. So by

Theorem 5.2.10,
n
y — 2 im1 Xi = np
n U\/ﬁ

as claimed. ]
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