Chapter 2. Lebesgue Measure

2.2. Lebesgue Outer Measure—Proofs of Theorems
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Proof (continued). (3) If \( I \) is an unbounded interval, then given any natural number \( n \in \mathbb{N} \), there is a closed interval \( J \subset I \) with \( \ell(J) = n \). Hence \( m^*(I) \geq m^*(J) = \ell(J) = n \). Since \( m^*(I) \geq n \) and \( n \in \mathbb{N} \) is arbitrary, then \( m^*(I) = \infty = \ell(I) \). \( \square \)
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