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Section 1.2. Some Elementary Matrix Algebra

Note. In this section we give a quick review of some properties of matrices.

Definition. An m x n matriz A is a set of mn numbers a;;, ¢ € {1,2,...,m},

j€{1,2,...,n} which we denote as

ail a2
as1 Aa22

A=
| Am1 Qm2

Ain

Ao

Definition. If A and B are both m x n matrices, define the sum A+ B = [a;; + b;j].

If A and B are both m x n, then A = B is a;; = b;; for all 7 and j. If A € R, then

scalar Multiplication of A by A is AA = [Aa;;]. The zero matriz is the matrix of all

zeros (of whatever given size), denoted 0.

Note. Some properties of matrix addition are as follows. For A, B, C' and 0 m xn

matrices we have:

1. A+ B=B+A

2. A+ (B+C)=(A+B)+C
3.A-A=0

4. A+0=0+A=A4A
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Note. The collection of all m x n matrices forms an abelian group under addition.

Definition. If A is an m X p matrix and B is a p X n matrix, define the product

P
Z aikbkj]

k=1

AB =[] =

fori € {1,2,...,m} and j € {1,2,...,n}.

Note. Matrix multiplication is not necessarily commutative.

Definition. Let A = [a;;] be an m x n matrix. The n X m matrix B = [b;;] where

bij = aj; is the transpose of A, denoted AT.

Theorem 1.2.1. Let a € R and suppose the products below are defined. Then
1. A(BC) = (AB)C

2. a(AB) = (aA)B = A(aB)

3. (A+B)C = AC + BC

4. C(A+ B)=CA+CB

5. (AB)T = BT AT
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Definition. An m x 1 matrix is an m-dimensional (column) vector. The p x p
matrix A such that
0if i #

1ifi=j

CLZ']' = 5(2,]) =

is the identity matriz, denoted Z = Z,,.

Note. If Ais m x n then A = Al, = I,,A.

Definition. The determinant of a 1 x 1 matrix A is det(A) = aj;. The minor of
an element a;; of a matrix A is the matrix obtained by deleting the ith row and the
jth column of A and is denoted M;;. For A an n xn matrix, define the determinant

of A recursively as:
Ajj = (=1)"det(M;;) (these are called cofactors)

det(A) = a4y + a1 o + -+ ani A

Theorem 1.2.2. For n X n matrix A,

n n

det(A) = Zaiinj = Zaiinj~

i—1 j=1

Note. Theorem 1.2.2 implies that determinants can be calculated by expanding

about any row or column.
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Theorem 1.2.3. If A and B are n X n then

det(AB) = det(A)det(B).

Definition. A square matrix is singular if det(A) = 0 and nonsingular if det(A) #
0.

Definition. A matrix B is the inverse of square matrix A if AB = 7. We usually

denote B as A~
Theorem 1.2.4(a). If A~! exists then det(A) # 0.
Theorem 1.2.4(b). If det(A) # 0 then A~ exists.

Note. The text constructs A~! as

1

A7 = @l

Aij]T.

a b
Example. For A = , we have det(A) = ad — bc and




1.2. Some Elementary Matrix Algebra 5

Note. On page 9 of the text it is shown that A~! is unique and AA~! = A~1A.

Theorem 1.2.5. The system

a11x1 + @192 + - - -+ a1y, = C1
a21T1 + Q2902 + + ++ + ATy, = C2
Ap1T1 + 2o + - -+ + ATy, = Cy

has a unique solution if and only if A = [a;;] is nonsingular.

Note. As a matrix equation, the system can be written AZ = ¢ and if A is

nonsingular then & = A~'¢.

Definition. A set of k n-dimensional vectors &1, Ts, ..., T) is linearly dependent if

there exists constants ¢y, cs, ..., ci, not all zero, such that
Al — 1+ e+ -+ ar =0.

A set of vectors which are not linearly dependent is linearly independent.

Theorem 1.2.6. A matrix is nonsingular if and only if its columns are linearly

independent.

Note. We can also consider a matrix of functions A(t) = [a;;(¢)].
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Definition. A(?) is

1. continuous at ¢ if each a;;() is continuous at t,

2. differentiable at ¢, if each a;;(t) is differentiable at t,, and

3. integrable over [a,b] is each a;;(t) is integrable over [a, b].
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