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Chapter 2. Conditional Probability
2.1. The Definition of Conditional Probability—Proofs of Theorems
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Theorem 2.1.2. Multiplication Rule for Conditional Probabilities

Theorem 2.1.2

Theorem 2.1.2. Multiplication Rule for Conditional Probabilities.
Suppose that A;, Ay, ..., A, are events such that

PI’(Al NAN---N An—l) # 0. Then

Pr(AlﬂAgﬂ- . 'ﬁA,,) = Pr(Al)Pr(A2|A1)PI’(A3‘A1ﬁAg)PI’(AﬂAlﬁAgﬂA‘g)

ce Pr(An\Al NAN---N An—l)'
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Theorem 2.1.2. Multiplication Rule for Conditional Probabilities

Theorem 2.1.2

Theorem 2.1.2. Multiplication Rule for Conditional Probabilities.
Suppose that A;, Ay, ..., A, are events such that
PI’(Al NAN---N An—l) # 0. Then

Pr(AlﬂAgﬂ- . 'ﬁA,,) = Pr(Al)Pr(A2|A1)PI’(A3‘A1ﬁAg)PI’(AﬂAlﬁAgﬂA‘g)

ce Pr(A,,\Al NAN---N An—l)'

Proof. Since Pr(A1 N AxN---NAp_1) # 0 by hypothesis, then by
Theorem 1.5.4, "monotonicity,”
Pr(AinAxN---NA;)>Pr(AiNAxN---NA,_1) >0 for
i—1,2,...,n—1. So by Theorem 2.1.1, with A= A; and
B=ANnAn---NA;_yfori=1,2,...,n, we have

Pr(ANn B) Pr(AinAxnN---NA;)

Pr(A|B) = - .
AIB) = 5By ~ PiAnAsn- N A D)
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Theorem 2.1.2. Multiplication Rule for Conditional Probabilities

Theorem 2.1.2 (continued)

Theorem 2.1.2. Multiplication Rule for Conditional Probabilities.

Suppose that A;, Ay, ..., A, are events such that

PI’(Al NAN---N An—l) # 0. Then

Pr(AlﬂAgﬂ' . ~ﬂAn) = Pr(Al)Pr(A2|A1)Pr(A3\A1ﬂAz)Pr(A4\AlﬂA2ﬂA3)
- Pr(ApJAiN AN NAZ1).

Proof (continued). So
Pr(Al)Pr(Angl)Pr(Ag\Al N A2)PF(A4‘A1 NAN A3)
< Pr(ApJA1 N AN NA-1)
Pr(A1 N A2) PR(Al NAN A3) Pr(A1 NANA3N A4)
Pr(Al) Pr(A1 N A2) Pr(A1 NAN A3)
Pr(AlﬂAgﬂ"'ﬂAn)
Pr(A1NAxN---NA_1)

(cancelling numerators with the following denominators), as claimed. [
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Theorem 2.1.3

Theorem 2.1.3. Suppose A1, Az, ..., A, B are events such that
Pr(B) # 0 and Pr(AiNAxN---NA,_1|B) #0. Then

PI’(Al NAN---N An|B)
Pr(B)

= PI’(A1|B)PI’(A2|A1 N B)PI’(A3|A1 NAN B)

- Pr(Ap|JA1NAxN---NA,_1NB).
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Theorem 2.1.3

Theorem 2.1.3. Suppose A1, Az, ..., A, B are events such that
Pr(B) # 0 and Pr(AiNAxN---NA,_1|B) #0. Then

PI’(Al NAN---N An|B)
Pr(B)

= PI’(A1|B)PF(A2|A1 N B)PI’(A3|A1 NAN B)
- Pr(Ap|JA1NAxN---NA,_1NB).

Proof. Since Pr(A;NAxN---NA,_1|B) > 0 then by Theorem 1.5.4,
“monotonicity,”

PI’(Al NAN---N A,’B) > PI’(Al,ﬂAg n---N An_]_’B) > 0 for
i=1,2,...,n—1 and we have by Theorem 2.2.1 with A = A; and
C=ANAnNn---NA;NB,

Pr(AinAn---NANB
PrAIC) = Pr(AilALn Az NN AN B) = Pr(/(411ﬂ Azzﬂ e MAZLN :;)

fori=1,2,...,n.
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Theorem 2.1.3 (continued)

Theorem 2.1.3. Suppose A1, Az, ..., A, B are events such that
Pr(B) # 0 and Pr(AiNAxN---NA,_1|B) #0. Then

Pr(Ai1NAxN---NA,B)
Pr(B)

= Pr(A1|B)Pr(A2|A1 N B)PI’(A3|A1 NAN B)

- Pr(ApJAiNnAN---NA,_1 N B).
Proof (continued). We have
Pr(A1|B)Pr(Az|AiNB)Pr(As|A1NANB) - - - Pr(A| AN AzN- - -NA,_1NB)
Pr(A1 N B) Pr(A1 N Ax N B) Pr(A1 N AN A3 N B)
" Pr(B)  Pr(AinB)  Pr(ALNANB)
Pr(A1NA2NA3sNAsN B) Pr(AinAxn---NA,NB)
Pr(ALNA;NAsNB)  Pr(ALNA;N---NAs1NB)
Pr(AiNnAxNn---NA,NB)
- Pr(B) ’

as claimed. ]
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Theorem 2.1.4. Law of Total Probability

Theorem 2.1.4

Theorem 2.1.4. Law of Total Probability. Suppose the events
B1, By, ..., Bk form a partition of sample space S and Pr(B;) # 0 for
j=1,2,..., k. Then, for every event Ain S,
k
PI’(A) = Zj:l Pr(BJ)Pr(A\BJ)
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Theorem 2.1.4

Theorem 2.1.4. Law of Total Probability. Suppose the events
B1, By, ..., Bk form a partition of sample space S and Pr(B;) # 0 for
j=1,2,..., k. Then, for every event Ain S,
k
PI’(A) = Zj:l Pr(BJ)Pr(A\BJ)

Proof. The events BN A, BoNA, BsNA, ..., BkNA form a partition of
set A, so by Theorem 1.5.2, “Finite Additivity,” Pr(A) = 325, Pr(B; N A).
Since Pr(B;) # 0 for j =1,2,..., k then by Theorem 2.1.1,

Pr(B; N A) = Pr(B;)Pr(A|B)) for j =1,2,..., k. Hence

Pr(A) = Zjlle Pr(B;)Pr(A|B;), as claimed.

O

Mathematical Statistics 1 March 25, 2024 7/7



	Theorem 2.1.2. Multiplication Rule for Conditional Probabilities
	Theorem 2.1.3
	Theorem 2.1.4. Law of Total Probability

